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Foreword

The ninth annual Goddard Conference on Space Applications of Artificial
Intelligence (Al) is sponsored by the Mission Operations and Data Systems
Directorate (Code 500) in cooperation with the Space Data and Computing
Division (Code 930). The mission of this conference is to provide an
opportunity for researchers and practitioners of AI in the aerospace
industry to share the results of their applied work.

During the 1980s, AI moved out of the theoretical laboratory and into the
applications arena. In NASA, challenging project requirements and the
need to cut operations costs under flat budgets are fueling the demand for
automated technology that resulted from applied research in the *80s. In the
late *90s, for example, NASA’s Mission to Planet Earth program will
manage numerous satellites and process over one terabyte of data per day,
requiring automation of mission operations as well as of data processing.

This year’s conference reflects the greatest challenges to NASA and, in
particular, Goddard’s role in the Mission to Planet Earth. Several of the
papers cover topics such as automatic interpretation, management, and
processing of satellite data as well as automation of mission control centers.
More than ever, NASA requires help from academia, industry, and other
government agencies to achieve its upcoming missions. As in past Goddard
Al conferences, I hope this conference, with its participation from various
sectors, will make a contribution the achievement of these goals.

This conference would not have been possible without the help of many
contributors. I would like to especially thank the authors for their
outstanding technical papers. Second, I would like to thank the invited
speakers for taking the time to prepare their talks and tutorials. Finally, I
would like give special thanks to the Conference Planning Committee for
their support during the numerous difficult times in planning the
conference. I would also like to extend special thanks to last year’s chair,
Mike Moore, for all of his invaluable help with logistics.

Nick Short

Chair

1994 Goddard Conference on

Space Applications of Artificial Intelligence
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Interactive Archives of Scientific Data

Lloyd A. Treinish
IBM Thomas J. Watson Research Center
Yorktown Heights, NY
lloydt@watson.ibm.com

Abstract

Data generators in many disciplines are rapidly im-
proving, typically much faster than the techniques
available to manage and use the data they produce.
Appropriate data management techniques coupled
with the process or methods of scientific visualiza-
tion, or at least the technologies that support them
show promise in helping to address some of these
problems. Consider browsing, for example, in a role
for feature identification by the scientist/user to
serve as guide in the data selection process. To date,
most efforts associated with data browsing have fo-
cused on simple images with image data.
Unfortunately, these techniques are not applicable to
many classes of data or when more than one data set
is to be considered. By recalling that browsing is more
of a subjective process involving the human visual
system and that this is one of the origins of the notion
of scientific visualization as a method of computing,
then the utilization of visualization strategies for
qualitative presentation of data becomes a viable
approach. For browsing to be effective it must be in-
teractive with near-real-time system response. With
data sets of interesting size, e.g., 2 O(1 GB), immedi-
ate interaction cannot take place on current conven-
tional systems (i.e., high-end graphics worksta-
tions). Even though a 1 GB data set is admittedly
modest by today's standards, the access and visual-
ization of the entire data set or even a large fraction
of it place significant burdens on the floating point
and bandwidth capacities of the computer system be-
ing employed. This idea can also be extended to envi-
ronments without high-bandwidth access to an inter-
active system by considering the distribution of com-
pressed visualizations instead of data for predefined
access and browsing scenarios.

Introduction

The instrumentation technology behind data genera-
tors in a myriad of disciplines, whether observa-
tional or computational, is rapidly improving, espe-
cially in the earth and space sciences. The capabil-
ity to produce data is typically growing much faster
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than the techniques available to manage and use
them. Traditional bulk access to data archives do not
scale well to the volume and complexity of current or
planned data streams nor the demanding application
of such data, such as analysis and modelling. A fun-
damental change in the access of archives of these
data from static, batch systems to dynamic, interac-
tive systems is required. As a first step in enabling
this paradigm shift, consider appropriate data man-
agement techniques coupled with the process or
methods of scientific visualization. The technologies
that support visualization show promise in helping
to address some of these problems.

Data management

Data management relevant to the access and utiliza-
tion of large scientific data sets (e.g., locating, re-
trieving and using data of interest) may be classified
into four levels:

I. At the back-end are warehousing issues related
to problems of media, bandwidth, protocols, formats.

II. Above that are data models, access techniques,
data base systems, query languages and programming
interfaces.

ITII. As a medium between the access of data and the
user, consider browsing as an aid for feature identifi-
cation, which serves as a guide in the data selection
process.

IV. At the front-end are human factors issues (e.g.,
system ergonomics, human perception) and the incor-
poration of domain-specific knowledge to permit a
system to be usable and useful (e.g., domain-driven
task-based interfaces and tools).

At level 1, high-speed and high-capacity storage
and networking are either available now or will be
common in the near future. A chief concern is not the
volume of data nor the signaling speeds of these de-
vices, but the effective capacity and bandwidth that
can be utilized by applications that require ware-
housing (i.e., above level 1}. Typical storage and
communications protocols are not a match for GB
archives, yet current archives are in the TB range,



while those being planned are measured in PB. In
addition, accepted data distribution mechanisms
such as CD-ROMs hardly scale to data rates planned
for projects like NASA's Earth Observing System,
which are measured in TB/day (ie., 1 TB/day is
about 2000 CD-ROMs/day).

At level I and to a limited extent level I, consider
what is stored and how it is stored. Self-describing
physical storage formats and structures should be
used. There are many interfaces and structures devel-
oped by or used in the scientific community [Treinish,
1992b; Brown et al, 1993}, which are driven by appli-
cation, politics, tradition and requirements. For the
kind of data rates that need to be supported for spe-
cific computational codes, applications, etc., it is
NOT sufficient to provide only bulk access. The ac-
cessing software must be able to do so in a meaningful
way. This means that the self-describing formats
must have associated disk-based structures and soft-
ware interfaces (e.g., at least abstract data types for
programmers and applications, simple utilities for
those do not wish to program). They must be trans-
parently accessible at the desk of an end-user. These
structures and interfaces must be consistent with the
high-speed access to be provided. This must also in-
clude task-to-task communication (e.g., transparent
workstation access to high-speed storage).

Such requirements demand the utilization of a gener-
alized data model as a mechanism to classify and ac-
cess data as well as map data to operations. Further,
it defines and organizes a set of data objects [Treinish,
1992b]. The model (e.g., Haber et al, [1991]) must pro-
vide a self-describing

o  representation of the physical storage structure
(e.g., format)

e structural representation of the data (e.g., data
base schema)

e higher-level logical structure

Since the behavior of access to data organized via
such a model is in terms of a logical structure, a gener-
alized data model provides a foundation of a data
access server as shown in figure 1. Otherwise, per-
formance of ?ﬁgh-speed devices will not be realized.
High-data-rate computations like signal processing,
visualization and some classes of modelling also re-
quire such support.

Level II also requires enabling tools for
data/information systems. Having efficient storage
and access are critical for driving applications, but
will not be directly useful for helping find data of in-
terest. At the very least, there is a need for low-
level metadata management that enables both con-
tent and context for the warehousing information.
Traditionally, a RDBMS could be used for its imple-
mentation. Although, this concept was first proto-
typed over 10 years ago, a RDBMS cannot handle se-
mantics, spatial information or the bulk [Treinish
and Ray, 1985]. The RDBMS would not have any
data per se, but would have pointers to the bulk stor-
age enabling simple querying of what is there and
where it is stored by characteristics such as space-
craft, instrument, mission, code, date/time, investiga-
tor, owner, etc. It would have to supplemented by a
non-relational system to adequately support spatial
metadata (e.g., Fekete [1990]), as shown in figure 1.

['l-)ala and Information Seiver !/ User lnterface]

I

l Metadata Server]<—>{ Warehouse Serverl

RDBMS Spatial Data Access .
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temporal
metadata Local and Remote

Data (Archlve) Access

Fxgure 1 Data management for interactive archlves

There are many challenges in
an effective data system at level II - to provnde com-
plete access to data of interest simply and easily. A
key role for data systems is a means of efficient and
intelligent searching and querying for relevant data
based upon an assumption that the data volume and
complexity is sufficiently large that practical exam-
ination of more than a tiny fraction of archive con-
tents is prohibitively expensive. Therefore, the im-
plementation of searches as meta-operations on ab-
stractions of the archive (e.g., contextual, domain-
driven, spatial, user-driven and visual), though dif-
ficult, are highly beneficial. Visual searches or
browsing imply the perusal of pictorial representa-
tions of data or their abstractions with sufficient con-
tent for a user to determine the utility for further,
more detailed examination. The advent of practical



methods of scientific visualization show promise in
the implementation of visual searches. Hence, con-
sider a very simple notion: looking at data of interest
in an "appropriate” fashion to determine merit of ac-
cess for further study. Thus, visualization can be an
adjunct to archive management.

History

The idea of visually browsing data is hardly new.
Scientists have always used visual abstractions (on
paper) of their experimental results for communica-
tion. Often these same visualizations en masse were
filed and later perused to help recall findings from
earlier work. The mechanism for storing, scanning
and distribution of such visualizations was the same
as for text -- initially shelves and files of paper fol-
lowed by boxes of microfiche. With the advent of
digital data collection instrumentation (e.g., seismic
soundings for oil prospecting, study of the earth's at-
mosphere from spacecraft), this same paradigm was
adopted with computer-generated paper- and later
microfiche-based visualizations. These visualiza-
tions were based upon the graphics technology of the

era and the traditions in these fields (e.g., line draw-
ings of iso-contours). Monochromatic microfiche be-
came an effective means of storing visual information
compactly that were relatively inexpensive to gener-
ate after the cost of the production equipment was
amoritized. Further, they were easily distributed,
cheap to examine remotely and archiveable. These
are important virtues to consider in a modern visual-
ization approach to browsing that goes beyond the
relatively limited medium of microfiche.

For example, figure 2 is a photographic reproduction
of a microfiche (approximately three inches x five
inches in size) showing contour maps of daily total
column ozone observed by a NASA spacecraft over
Antarctica during two months of 1986. Although the
system that generated the microfiche is primarily in-
tended for interactive use in the analysis of many
kinds of earth and space science data [Treinish, 1989],
the needs of a low-cost browsing medium could only be
met by employing its tools in the batch production of
microfiche until fairly recently.

Tieen T

Figure 2. Azimuthal equidistant contours maps of Antarctic daily column ozone for September 24, 1986 through

November 23, 1986 (from microfiche).



The advent of digital instrumentation, especially in
remote sensing, created another role for browsing that
is based upon the assumption that there is insuffi-
cient computing resources to support the analysis of
all acquired data from all experiments of a specific
project or mission. Hence, visual abstractions were
created to help identify what subset of data should
actually be fully processed to support scientific inves-
tigations. These graphical representations, known as
summary plots, were generated on microfiche and dis-
tributed to all participants in a project. They usually
contained a time sequence of simple visualizations of
instrument outputs in specific modes at sufficient reso-
lution to suitably identify a set of "events” as inter-
esting, and thus warrant further processing. The par-
ticular presentations were chosen to highlight the
signatures of such events within the limited graphi-
cal techniques that could be supported on monochro-
matic microfiche (linc drawing, simple gray-scale
polygon fill). Users of such a mechanism would re-
ceive a stack of microfiche each week, for example,
and visually browse them, looking for patterns in the
plots that would be indicative of something interest-
ing (e.g., [Treinish, 1982]).

With improvements in technology to support interac-
tive computing, most efforts associated with data
browsing as level III in the aforementioned hierarchy
of archive data management and access, have focused
on simple images with image data. Furthermore, im-
plementations are generally confined to one data set
or a small number of similar data sets [cf, Simpson
and Harkins, 1993; Oleson, 1992]. This has been a con-
scious choice based upon the need for supporting only
a limited domain and/or driving interactivity.
Unfortunately, these techniques are not applicable to
many classes of data or when multiple disparate
data sets are to be considered simultaneously, which
are the characteristics of most current or planned
archives.

Approach

There are four issues associated with interactive
data browsing using visualization from archives of
scientific data:

A. What are the visual abstractions for data presen-
tation and interaction?

B. How are the browsing products distributed?
C. How is interactivity achieved?

D. What is the mechanism for integrating browsing
into a data system?

___ —
Tape Cartridges Data — - Local and . . .
Optical Disks Distribution el JP# Remote Figure 3 is a schematic of a
Magnetic Server .7__’ Users simple_interactive archive sys-
Disks = tem. Each of the aforemen-
CD-ROMs — tioned levels of data manage-
Local Archives = ' ment are shown, such that level
In‘;g;fngggn , Local 1 services are provided via
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- distribution servers. Level II
Local services are within the gray
Wasreh%usa Users box: data and information, and
erver Metadata metadata servers. Figure 1 il-
Server lustrates the relationship be-
Remote tween these components and
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Figure 3. Architecture for an interactive archive system utilizing visualization browsing.



Browsing (level III) is provided via the browse
server, and local and remote clients. At this level of
detail, any level IV services would be embedded
within the local and remote clients. The schematic
only indicates the major interaction paths between
each component as arrows. The arrow thickness corre-
sponds to relative bandwidth of communications,
where thickest arrows would imply the greatest
bandwidth (e.g., ANSI HiPPI), and the thinnest ar-
row would imply the least (e.g., Ethernet). A jagged
arrow refers to traditional remote network communi-
cations. In addition, remote communications could be
disconnected by distribution of products to a remote
site via an alternate medium (e.g.,, CD-ROM) to be
utilized with a local client at the remote site.

Abstraction

Efforts in scientific visualization typically focus on
the analysis of data in a post-processing mode. This
is still the emphasis even with the potential advent
of computational steering or telescience, the remote
sensing equivalent. Browsing is a subjective process
involving the human visual system, which is consis-
tent with one of the origins of the notion of scientific
visualization as a method of computing. Consider the
process by which an individual as an observer walks
into a room. That person scans the room, and identi-
ties and categorizes the contents (objects) in the room.
From the classification or browsing process, further
interaction with those contents may take place.
Hence, the requirements for qualitative browsing pre-
sentation are not the same as for analysis.

As with primitive summary plots, browsing visual-
ization methods should intentionally transform the
structure of the data to highlight features to attract
attention, scale dimensions to exaggerate details, or
segment into regions [Rogowitz and Treinish, 1993a].
Traditional image browsing is very limited in this
regard. Highlighting can only be achieved by modi-
fying a pseudo-color or false-color presentation,
which may not be sufficient even for image data or
data than can be represented by an image. Of course,
this method cannot even be considered for data that
cannot be visualized as a simple image (e.g., any non-
scalar data, any data of more than two dimensions).

Visual highlighting is often ill-advised for analysis
because of the intentional distortion. In general, the
browsing visualization should show data in the
proper context (e.g., spatial or temporal). This is
especially true in the earth and space sciences, where
acquired data need to be registered in some

(geographic) coordinate system for viewing. If the
browsing visualization is to show multiple parame-
ters, then the highlighting techniques must preserve
the fidelity of the data (e.g., regions of missing data,
original mesh structure) well enough, so that the ar-
tifacts in the presentation are not erroneously inter-
preted as potential (correlative) features in the data.
Although the focus of such techniques herein is not for
quantitative study, they may have a role in such
tasks [Treinish, 1993a].

Distribution

One potential problem with the visual browsing of
large data archives is the need to be in relatively
close proximity to either the data archives or a facil-
ity that can generate the browse products (i.e., high-
bandwidth access to an interactive system). In gen-
eral, high-bandwidth communications between an
archive and its users is not always practical, given
typical geographic dispersal of scientists and their
need for utilizing more than one archive.

Since interactive browsing has usually considered
only image data, the distribution of browse products
has focused on the distribution of these same images
in some form, usually lossy compressed because of the
typical size of image archives [e.g., Simpson and
Harkins, 1993]. In this sense, the browsing and visu-
alization media and the data are all the same.
Hence, the compression is of the original data, where
the compressed data will be easier to distribute com-
pared to the original data, but they only apply to a
limited class of data (i.e., images). Furthermore, the
resultant compressed form may not be suitable for
browsing and the quality may be poor.

Alternatively, consider the distribution of com-
pressed visualizations instead of compressed data.
These visualizations would be represented as images,
so that available image compression technology
could be easily utilized. As with image data, uncom-
pressed visualizations would be of high quality but of
sufficient volume to be impractical to distribute to
remote sites. The compressed visualization images,
would be easy to distribute as with compressed image
data. The key difference is that the compressed vi-
sualization could apply to any collection of data and
would be of high quality. Hence, one could consider
the distribution of compressed visualizations as the
summary plots of the 1990s because the lack of re-
sources to access or distribute all archived data or
their abstractions is similar to the lack of resources to



process or analyze all acquired bits, which motivated
the generation of summary plots in the past.

Such an approach could be extended for predefined
access and browsing scenarios, where the compressed
visualizations are available for on-line remote access
or via CD-ROM. In this case, the viewing of such
compressed visualizations would require relatively
simple, low-cost display software and hardware,
which is becoming more readily available in desktop
environments. In general, the costs associated with
the access and distributed of compressed visualiza-
tions will be similar to those of image data, but of
course, be significantly less than those of data. There
will be an additional cost of generating the visual
browse products, which is justified given the added
value and obviating the need for distributing the
data themselves.

Interactivity

For visual browsing to be effective it must be interac-
tive. Otherwise, it is little different than watching
television or traditional image browsing. One aspect
of the interaction is in terms of data management: se-
lection of and access to data of potential interest and
metadata to help in guiding that process. In terms of
visualization, the ability to interact with the browse
"objects” (e.g., spatially, temporally) in near-real-
time is critical. This requires rapid access to the data
and generation of the browse products.

Implementation

Abstraction

The requirements to create qualitative visualizations
that are effective as browse products do have impli-
cations on the software used to create them.
Registration of data into an appropriate coordinate
system for viewing requires the support of user-de-
fined coordinate systems. To be able to properly show
more than one data set simultaneously requires the
ability to operate on different grid structures simul-
taneously and transformation of grid geometry inde-
pendent of data. Depending on the visualization
strategies being used, rendered images may need to
contain different geometries (e.g., points, lines, sur-
faces and volumes independent of color or opacity or
of original grid structure). (See Treinish [1993a] for a
discussion of these ideas with respect to data analy-
sis.)

A commercial scientific visualization environment
(IBM Visualization Data Explorer - DX) has been
used to experimentally implement the aforemen-
tioned browsing techniques. DX is a general-purpose
software package for scientific data visualization. It
employs a data-flow-driven client-server execution
model and is currently available on Unix workstation
platforms (e.g., manufactured by Sun, SGI, IBM, HP
and DG) as well as a parallel supercomputer, IBM
POWER Visualization System [Lucas et al, 1992].

Distribution

Near-real-time browsing of visualizations at suffi-
cient resolution to see relevant contents requires the
distribution of a large number of images. Clearly,
lossy compression is necessary to drive viewing with
update rates near the refresh rate of display con-
trollers. For utilization remote from the archive or
browse server, low-cost, simple display software and
hardware is needed as well. There is much literature
on data compression strategies and algorithms (c.g., a
few hundred citations reported over the last decade
by the National Technical Information Service alone,
[NTIS, 1992]), which will not be discussed herein.
This notion of visualization distribution is built upon
the extant and growing body of implementations of
compression algorithms, which are being utilized in
scientific, multimedia and entertainment applica-
tions.

The idea of distributing imagery for visualization is
not new. For example, Johnston et al [1989] experi-
mented with both block-truncation and Lempel-Ziv
compression for the distribution of visualization ani-
mation. Rombach et al [1991] discussed the Joint
Photographic Experts Group (JPEG) compression
scheme for the distribution of cardiographic imagery
from different sources like ultrasound, magnetic reso-
nance imagery and angiography. In these and other
cases, the authors considered a low-cost viewing en-
vironment on the desktop as being critical, especially
if the expense of generating the images to be dis-
tributed is high. Therefore, in this initial implemen-
tation, block-truncation (lossy, i.e., reducing the num-
ber of colors to represent a full-color pixel), modified
Lempel-Ziv (lossless, e.g., like Unix compress) and
temporal coherence between animation frames (lossy,
e.g., the Moving Picture Experts Group, MPEG
[LeGall, 1991]) will be considered.

To illustrate the viability of this approach, consider
a modest data set, composed of a rectilinear scalar
field of 32-bit floating-point numbers (e.g., atmo-



spheric temperature) at one-degree of geographic res-
olution at seven levels in the earth's atmosphere.
Therefore, each time step would require about 1.7 MB.
If these are daily data then less than a year would
fit on a single CD-ROM, uncompressed. This does not
include ancillary data required for annotation such as
coastline maps, topography or other reference mate-
rial. Lossy compression would not be relevant since
the data are not imagery. Lossy compression could be
applied to each layer of the atmosphere individu-
ally. However, the results would be rather poor {i.e.,
the two-dimensional spatial resolution is already
low, 180 x 360), and spatial coherence for the entire
volume could not be maintained. If lossless com-
pressed, decompression could be expensive (e.g.,
Lempel-Ziv) or inconvenient (e.g., scaled/encoded 12-
or 16-bit integers). Either compression approach is
highly sensitive to the contents of the data set.

Alternatively, visualization compression is indepen-
dent of data characteristics and only the resolution of
the visualization image(s) drive the compres-
sion/distribution/decompression cost. Of course, the
distribution of uncompressed browse visualizations is
expensive, potentially more than that of the uncom-
pressed data. Lossless compression although cheaper
to distribute would still require the decompression
process, and could also be more expensive than that
for the data themselves. Hence, the lossy compres-
sion of the visualization imagery is the best ap-
proach from both a cost perspective as well as from
that of image quality. Hence, for sequence of 640x480
24-bit image representations of the simple volumetric
data set, over 14 years worth of frames for such daily
data could be stored using a simple 8:1 block trunca-
tion compression (i.e., each 24-bit pixel is represented
by three bits) on a single CD-ROM. Using 32:1 JPEG
compression, a sequence of over two years of these im-
ages at hourly resolution could be stored on a single
CD-ROM.

Interactivity

For browsing to be effective it must be interactive
with near-real-time system response. With data sets
of interesting size, e.g., 2 O(1 GB), immediate inter-
action cannot take place on current conventional sys-
tems (i.e., high-end graphics workstations). Even
though a 1 GB data set is admittedly modest by to-
day's standards for data generation, the access and
visualization of an entire data set for browsing or
even a large fraction of it place significant burdens on
the floating point and bandwidth capacities of the
computer system being employed. The bandwidth re-

quirements are derived from the bulk access speeds of
large data sets and the transmission of images suffi-
ciently fast to be interactive. The floating point re-
quirements stem from three classes of computation for
visualization:

1. Transformation (e.g., warping, registration)

2. Realization (e.g., contouring, color mapping, sur-
face deformation)

3. Rendering (i.e, creating images)

Although the visualization requirements are differ-

. ent, the computational needs of interactive browsing

are very similar to those of visualization in a virtual
world environment (e.g., [Bryson and Levit, 1992]).

Experimentation with a commercial parallel super-
computer (IBM POWER Visualization System) and
the aforementioned DX environment has shown the
viability of such interactive visual browsing, even
with multiple data sets. In this effort, the PVS and
DX combination has been used as the browse server
with local and remote clients on workstations as indi-
cated in figure 3. The PVS functions as an archive
server in this context. Figure 4 shows the relation-
ship between the browse server, and the data and in-
formation server and its components in the interactive
archive system shown in figure 3.

{ Data and Information Server / User lnterfacé]

Browse

I Metadata Server]
Server

Visualization and
Analysis Tools

:

ata NMode

[ Warehouse Server]

Data A
neralize

Figure 4. Architecture for a data and information sys-
tem incorporating visualization browsing,.

The IBM POWER Visualization System (PVS) is a
medium-grain, coherent shared-memory parallel su-
percomputer with the interactivity of a workstation.
This has been achieved via a programmable
(general-purpose) approach instead of special-pur-
pose hardware with balance among floating point



performance via moderate parallelism, large physi-
cal memory and high-speed external and internal
bandwidth. The PVS consists of three major hard-
ware components: server, disk array and video con-
troller. The server is a symmetric multi-processor
with up to 32 processors (40 MHz Intel i860XR or 44
MHz Intel i860XP), a 1.28 GB/sec (at 40 MHz) inter-
nal backplane supporting a hierarchical bus structure,
hierarchical memory (16 MB local memory per pro-
cessor and up to 2 GB global/shared), ANSI HiPPl
communications, fast and wide SCSI-2, and an IBM
RISC System/6000 support processor (for local area
network and storage access). The server supports par-
allelized computations for visualization via DX.
The disk array is a HiPPl-attached RAID-3 device
with either 50 MB/sec or 95 MB/sec sustained access
speeds, or a fast and wide SCSI-2 four-bank RAID-3
deviee with 76 MB/sec sustained access speeds. It
provides access to archived data to be browsed. The
video controller is a programmable 24-bit double-
buffered with 8-bit alpha overlay (for custom
XWindow server) frame buffer attached to an 1BM
RISC System/6000 workstation. It receives images

from the PVS server via HiPPI (either compressed or
uncompressed) at resolutions up to 1920x1536, includ-
ing HDTV, for real-time image updates. The video
controller provides an interface for interaction with
and viewing of the browsing visualization at speeds
up to 95 MB/sec.

Results
Abstraction

Figure 5 shows a traditional two-dimensional visual-
ization of ozone data similar to those shown in figure
2. The data are realized with a pseudo-color map
and iso-contour lines for September 30, 1992. The
rectangular presentation of the data is consistent
with the provided mesh in that it is torn at the poles
and at a nominal International Date Line. The ozone
data are overlaid with a map of world coastlines and
national boundaries in magenta as well as fiducial
lines (of latitude and longitude) in white.

Tota Column Ozone (Dobson Units) —— September 30, 1992
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Figure 5. Pseudo-color-mapped global column ozone on September 30, 1992.
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To provide a qualitative impression for browsing, the
data are transformed to a three-dimensional continu-
ous spherical surface in figure 6. The ozone is triply
redundantly mapped to radial deformation, color and
opacity so that high ozone values are thick, far from
the earth and reddish while low ozone values are
thin, close to the earth and bluish. Replacing the
map for annotation is a globe in the center of this
ozone surface. The use of three redundant realization
techniques results in textures for qualitatively identi-
fying regions of spatial or temporal interest. The
gauges on the left illustrate the daily total ozone

Totad Column Ozone

statistics. The pseudo-hour hand position ranges
from 100 to 650 Dobson Units, while the color corre-
sponds to that of the ozone surface. From the top they
show the mean, minimum and maximum for each day.
The value corresponding to geographic view for each
frame is shown next. At the bottom is a bar chart
indicating the standard deviation of the daily mea-
surements. This approach to qualitative visualiza-
tion is potentially applicable to a large variety of
simulated or observed earth and planetary data on a
large spatial scale, especially for two and three-di-
mensional scalar fields.

- -
[l
-
-
-
-
-
-
-
-

Figure 6. Radially deformed pseudo-color and opacity-mapped spherically warped surface of global column

ozone on September 30, 1992 with annotation.

A browsing animation of the ozone would be one that
illustrates the data on a daily basis as in figure 6 for
the entire archive of available data (i.e., late 1978
through early 1993). The geographic view of these
data would change with each day to provide reason-
able coverage of the entire globe over a complete
year. The view would be chosen to concentrate on in-
teresting regions such as the poles during appropriate
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seasons like spring. Treinish [1992a] and Treinish
[1993a] are examples of such a browsing animation,
which are useful a posteriori of its generation for
identifying periods of time or geographic regions that
warrant further study.

These browsing animation sequences are derived from
about 1 GB of data, a two-dimensional scalar field



over a torn geographic mesh. For each of the over
4700 frames of the sequence, several calculations are
required to create a visualization image. Each image
is actually composed of two images, which have been
blended. There is a background image, which is com-
posed of frame-variant contents under a constant
view: primarily opaque polygonal text, dials and
bars. This annotation changes to summarize daily
statistics. There is a foreground image, which is also
composed of frame-variant contents, but with a
frame-variant view. Each foreground image contains
a static globe with the surrounding translucent ozone
surface. For each day, the ozone data are trans-
formed (irregularized to remove regions of missing
data and warped onto a sphere), realized (color and
opacity mapped and surface deformed) and full-color
rendered (about 45,000 to 50,000 translucent quads for
the ozone; 259,200 full-color-mapped opaque quads on
a sphere with normals for the globe). The foreground
and background images are brightened and blended to
compose each final frame. Each frame at workstation
resolution (about 1.2 million pixels) using DX on a 32-
way (40 MHz) PVS required about 12 seconds of com-
puting time. Hence, the entire animation took about
15 hours at that resolution.

Distribution

Current efforts on data distribution have focused on
the application of compression techniques to three
sample animation sequences on a 32-way (40 MHz)
PVS equipped with a RAID-3 HiPPI disk array ca-
pable of 50 MB/sec sustained access speeds. The first
example is a high-resolution sequence of 2040x1536
32-bit (8-bits of red, green, blue, alpha) images, 88
frames in length totalling about 1052 MB. An 8:1]
block-truncation lossy compression (i.e., each 32-bit
pixel is represented by 4 bits) required about 41 sec-
onds, resulting in a rate of approximately 26
MB/second or 2.15 Hz disk to disk. Lempel-Ziv loss-
less compression was applied to the entire sequence as
a whole, not on a frame-by-frame basis. As expected
the results were considerably slower, requiring about
2 minutes, 2 seconds, yielding a rate of approximately
8.7 MB/second disk to disk to achieve 45.4% compres-
sion. In both cases, the compression algorithms were
parallelized on the PVS.

The second example is with a 151-frame sequence of
640x480 32-bit images of about six months worth of
animation similar to that illustrated in figure 6.
Results with this considerably smaller collection
(about 177 MB) are quite similar, pointing to the po-
tential scalability of the shared-memory, symmetric
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multiprocessor systems like a PVS to this problem.
For the 8:1 lossy compression, about eight seconds
were required yielding a rate of approximately 23
MB/second or 18.9 Hz disk to disk. The lossless com-
pression of the entire sequence required about 22 sec-
onds to achieve 62.6% compression at 8.0 MB/second
disk to disk.

The third example is with the 5853 frames of a digi-
tal video (D1) sequence [Treinish, 1993b]. Most of the
sequence is composed of frames similar to figure 6 --
one for each day from January 1, 1979 through
December 31, 1991. Each D1 frame is composed of 10-
bits each of YUV (a chrominance and intensity-based
specification of color) at 720 x 486 for playback at 30
Hz. Hence, this 3 minute, 15 second sequence is 10.6
GB in size, which is maintained as a single file on a
PVS. A PVS-based MPEG compression facility was
used to create a 250:1, lossy-compressed MPEG-1 se-
quence. Approximately, 12 minutes, 5 seconds were
required for this operation, yielding a rate of 14.7
MB/second or 8 Hz, disk to disk.

Interactivity

Figure 7 is a snapshot of a DX Motif-based interface
for a prototype interactive browsing system. It pro-
vides very simple modes of interaction: selection of
space and time (i.e., geographic regions or seasons of
interest) for browsing via the spherically warped
presentation shown in figure 6. There are dial wid-
gets for the specification of geographic viewing cen-
troid of the global "object”, and slider widgets for se-
lection of the year to examine and the viewing
width. A VCR-like widget provides control over the
choice of the portion of the year to browse by Julian
day. Optionally, a zonal slice of the data being
browsed at the specified longitude may be shown as a
pseudo-colored line plot of the latitudinal distribu-
tion. The data illustrated in figure 7 are the afore-
mentioned global column ozone data derived from the
same 14-year archive as shown in figures 2, 5 and 6.
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Figure 7. Example user interface for browsing showing global column ozone on October 1, 1987.

. . . — 1BM _
The prototype brows‘mg system is built as a client Visuaiization [Browse Client / User Interface) X11/Motif
server, consistent with the architecture of DX, as Data Explorer

shown in figure 8. A PVS functions as the browse
server in this implementation. High-speed display

of browsing visualizations is local to the PVS.  IB}f Vieualization Browse Server Visuahization
Remote display is via standard XWindow services [ System
with update rates limited to what the network in-

frastructure can provide. y

[Data Access Server / Generalized Data ModeIJ

Figure 8. Architecture for a prototype interactive
browsing system.
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Conclusions

A focus on qualitative methods of presenting data
shows that visualization provides a mechanism for
browsing independent of the source of data and is an
effective alternative to traditional image-based
browsing of image data. To be generally applicable,
such visualization methods, however, must be based
upon an underlying data model with support for a
broad class of data types and structures.

Interactive, near-real-time browsing for data sets of
interesting size today requires a browse server of con-
siderable power. A symmetric multi-processor with
very high internal and external bandwidth demon-
strates the feasibility of this concept. Although this
technology is likely to be available on the desktop
within a few years, the increase in the size and com-
plexity of archived data will continue to exceed the
capacity of "workstation” systems. Hence, a higher
class of performance, especially in bandwidth, will
generally be required for on-demand browsing.

A few experlments with’ dlffermg digital compressnon '

techniques indicates that a MPEG-1 implementation
within the context of a high-performance browse
server (i.e.,
converting a browse product to a form suitable for
network or CD-ROM distribution.

Future Work

From this initial prototype implementation of an in-
teractive data browser, there are several areas for fu-
ture work. Since practical low-cost decompression of
JPEG-compressed images is becoming available on the
desktop, experimentation with JPEG is warranted
[Pennebaker and Mitchell, 1993]. As with JPEG, the
MPEG-1 motion video compression technique is becom-
ing available for multimedia applications of video
sequences on the desktop, whether the animation is
distributed via network or CD-ROM. Additional
testing with MPEG-1 and the higher quality, MPEG-
2 as it becomes available is required within the
browse server as well as on various desktop playback
systems.

The second area of research would focus on fleshing
out more of the interactive archive architecture
schematically illustrated in figures 1,3,4 and 8.
Specifically, the prototype interface and visualiza-
tion could migrate to a data-driven one conceptually
similar to the primitive implementation discussed by

parallelized) is a practical method of.
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Treinish [1989], which could be integrated with
metadata and data servers to achieve a browsing
archive system (i.e., data management services at
the aforementioned levels I, 11 and III). This would
also imply the availability of integrated data and
information services similar to those in the rudimen-
tary system described by Treinish and Ray [1985].
Such an approach would be further enhanced by the
integration of the prototype browsing system with
tools for data analysis, which are already avail-
able.

The strategies for qualitative visualization have fo-
cused on only a few methods for spherically-oriented
data with large spatial extent. Clearly, investiga-
tion of alternative approaches of highlighting fea-
tures in such data are required, for which there are a
number of potential issues [Rogowitz and Treinish,
1993b]. In addition, the extension of this browsing ar-
chitecture to other classes of data is also warranted.
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Abstract

We describe two interim results from an ongoing effort to automate the
acquisition, analysis, archiving, and distribution of satellite earth science data.
Both results are applications of Artificial Intelligence planning research to the
automatic generation of processing steps for image analysis tasks. First, we
have constructed a linear conditional planner (CPed), used to generate condi-
tional processing plans. Second, we have extended an existing hierarchical plan-
ning system to make use of durations, resources, and deadlines, thus supporting
the automatic generation of processing steps in time and resource-constrained
environments.

1 Introduction

The collection, analysis and distribution of data resulting from NASA science mis-
sions is an increasingly daunting task. The National Space Science Data Center
(NSSDC) responds to more than 2500 data requests from remote users in a single
year [8]. As of 1990, NSSDC’s archives included more than 6000 Gigabytes of digital
data and 91 million feet of film. By 1995, the NSSDC is expected to contain 40,000
Gigabytes of digital data. Shortly thereafter, the satellites of the Earth Observing
System (EOS) will come online, eventually adding new data at a rate of nearly 2000
Gigabytes per day, over an expected mission duration of 15 years [12, 6].

The EOS Data Information System (EOSDIS) is being designed and built to
support the storage, analysis, and retrieval of data from this immense archive.
Dozier [6] offers the following characterization:

EOSDIS must allow scientists to easily and quickly acquire usable, un-
derstandable, timely data. “Timely” means “a reasonable period fol-
lowing the measurements” — one to two days after the observations, or
up to a week for higher-level products. “Quickly” means minutes, not
hours. “Easily” means that the user should not have to jump through
many hoops to request the data. N
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Figure 1: The EOSDIS domain

EOS data will be supplied by several different types of sensors and used by scientists
in a variety of disciplines, most with no special knowledge of how EOS data is
obtained or organized. The type of sensor from which the data was gathered will
affect the processing necessary to render the data useful. The use to which the data
is put will determine both the images retrieved (a geologist and an oceanographer
will be interested in very different sets of data) and the analysis to which that data
is subJected (eg., topography vs. phyto 3lankton 1evels) '

Raw and analyzed data will be stored in a distributed network of databa,se sites,
known as Distributed Active Archive Centers (DAACs). Also connected to the
network will be a variety of special-purpose hardware that can be used for further
analysis of either new or retrieved data. These analyses may consist of several steps
(e.g., scan line removal, georeglstratlon or normalization for the incident angle of
the sun), and will be run on a distributed network of heterogeneous machine types.
Given the enormous amount of data involved, most of it will of necessity be stored
off line. We anticipate hierarchical caches for data storage [2] with high-speed disks
at the top of the hierarchy and tape archives at the bottom Data w111 move up and
down in this hxerarchy for further ana.lysrs ' ;

A high level concept of the V;esiﬁljmg system is deplcted in Flgure I. "'Data
is received by any of several ground stations from any of a set of satellites, and
transmitted to one or more of the archive centers, where it is analyzed as necessary
(and as time permits), and then archived. Scientists interested in using the data
may make requests that data be retneved from one or more of the arcthes and
analyzed further. === Fo

In both joint and separate work at NASA’s Goddard Space thht Center and
the Honeywell Technology Center, we have been working on automating the ac-
quisition, initial processing, indexing, archiving, analysis, and retrieval of satellite
earth science data, with particular attention to the processing taking place at the
DAACs.

In this paper, we present the results of ongoing work on planning for image
process tasks in the EOSDIS Product Generation System (PGS). Section 2 presents

the problem presented by PGS in additional detail. Section 4 describes the extension

of a Nonlin style hierarchical planner to use information about deadlines, durations,
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and resources. Section 3 is a dicussion of the use in image processing of conditional
plans: plans including branching points dependent on the outcome of some earlier
action (e.g., an observation of some type).

2 Data Management for Earth Science

NASA’s role in the Mission to Planet Earth is the Earth Observing System (EOS)
program and several smaller Earth science missions. These missions represent efforts
to study the Earth’s geosphere, biosphere, atmosphere, and cryosphere, as a system
of interrelated processes by modelling surface temperature, ozone depletion and
greenhouse effects, land vegetation and ocean productivity, and desert/vegetation
patterns to name a few. With participation from the European Space Agency,
Japan, Canada, and NASA, several platforms containing a multitude of sensors will
be launched in the late 1990’s, producing data that will be stored in geographically-
oriented data systems such as the EOS Data and Information System (EOSDIS).
In general, EOSDIS will manage the mission information, the data acquisition and
distribution, the generation of scientific data products, and the interface to external
systems.

Ensuring access to this information is a challenging task because of the daunting
size of EOSDIS and the potential limitations of current technologies. Over its 15
year life, the Data Archival and Distribution System (DADS), a component of the
EOSDIS, will eventually maintain around 11 petabytes [12].! While mass storage
technology will solve some archiving problems [2], finding data will require new and
innovative methods for users to effectively search the archives. The archives will
include a variety data types including raster satellite images, ancillary vector/raster
maps, derived spatial products from model simulations (e.g., output from global
temperature models), and associated engineering and management textual data,
suggesting that the archive and meta database will be both diverse and complex.

In current NASA scientific data systems, data are found by users who already
know information related to the context of the satellite processing environment, such
as the time of the satellite’s observation, the satellite and sensor type, and location.
This context-based metadata search forces the user to translate scientific needs into
project specifications that often contain esoteric NASA nomenclature. A better
solution, often called content-based metadata search, is to allow scientists to find
data based upon their scientific interests within the imagery. Providing features
based upon scientific interests for searching through a database assumes that a
system can be created to interpret imagery with the skill of a scientist, yet with the
speed of the computer. This automation has been the goal of many researchers in
remote sensing, image processing, and computer vision for years; there is no known
general solution to the problem.

1One petabyte is 1015 bytes.
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2.1 Opportunities for Automation

In this section, we describe the necessary functions for an automated planning sys-
tem for image classification and indexing according to browse products. The entire
range of functions described here are actively under development or investigation
at this time. In the rest of the paper, we restrict ourselves to a discussion of the
generation of plans for image analysis.

Despite the the lack of a general theory, computer-based photo interpretation
operations for satellite/aerial imagery can be partially defined as file manipulation,
calibration, reduction of the number of channels, image enhancement and correc-
tion, segmentation, and pattern classification (see figure 3). These operations often
require an expert to "mix and match” the steps depending on the quality of the
sensor, the format of the data, the properties of the sensing environment (e.g., atmo-
spheric conditions, direction of sun illumination, etc.), availability of ancillary data
such as topographic maps and ground truth observations, and the set of possible
features within an image. Typically, the end result of this process is a map labelling
pixels to classification categories from proven recognizable schemes for which the
sensors were designed. Example schemes include: land use/land cover cloud cover
type, vegetation cover, and soil type. While these examples refer to physical ob-
jects, properties such as temperature and aerosol content also constitute legitimate
labels, only each label represents a range of continuous values. In EOS, much of
the work of the PGS will be to recognize these features for processing at level 2 and
above.

In the realm of automatic feature recognition, the planner is the component
that optimizes accuracy as a function of the resource constraints. If there is a
lot of available processing time due to a low incoming data rate, then the planner
chooses the image processing sequence with the highest expected accuracy. If the
data rate is high, then the planner constructs a sequence that either substitutes
computationally cheaper, yet less accurate image processing steps for expensive
operations, eliminates steps that can be deleted without a major loss, or uses a
fixed-time default plan that implies an upper bound on the highest allowable data
rate (e.g., ingest only file header information that comes with the raw data).

The planner must make choices regarding preprocessing steps and image clas-
sifiers as a function of the input image’s header information, called ephemeris
data. For example, suppose that an image from the Moderate-Resolution Imag-
ing Spectrometer-Nadir (MODIS-N) sensor of EOS arrives with its areal extent
over Washington D.C. Further suppose that after launch, MODIS-N produced scan
lines such as LANDSAT MSS’s "sixth-line striping,” evidenced by horizontal band-
ing within the images . Modis-N was designed to characterize surface temperature
at 1-km resolution, ocean color, vegetation/land surface cover (e.g., leaf area index
and land cover type, vegetation indices), cloud cover and properties, aerosol prop-
erties, and fire occurrence. Based upon this information, the planner constructs
the sequence of steps by first stripping off the header file from the raw data, which
indicates the time of observation, the sensor, sun angle and azimuth, location, and
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file format. The planner then queries an online database to insert the new header
information annotated with a unique image id and waits for known information
to be returned related to the header, for a set of neural network weight files that
have been created by training over similar conditions, and for any ancillary data
files such as digital elevation data, ground truth, and hydrology maps. In this case,
because the location of the image is over land, the set of recognizable features will
include vegetation, cloud, and temperature classes, while it will exclude ocean re-
lated classes. Once the planner has the combined dynamic information of the header
with the static knowledge about the sensor, it begins constructing the sequence or
image processing plan.

Once the pixel labelling is completed, the planner must choose the form of
browse product as a function of the amount of storage available and the importance
of the image, as defined by priority. Ranging from low to high available storage,
the browse product can be an image classification vector ICV, a "postage stamp”
rendition of the classification map, a low resolution version of the classification
map, or a classification map that is the size of the original image. Finally, the
planner must ingest the browse product into the appropriate database with the
associated header information and the sequence of processing steps used. If it is
found later that a particular processing step was inadequate, then the meta database
can be searched for all browse products containing that step in order to initiate
reprocessing. Likewise, if a scientist, through his own analysis, determines that the
classification accuracy was incorrect, then he can submit his changes, as well as
methods, to the meta database administrators for update.

3 Conditional Analysis Plans

The automatic generation of plans for image analysis is a challenging problem.
Preliminary processing (e.g., removal of sensor artifacts) and analysis (e.g., feature
detection) involve a complex set of alternative strategies, depending in some cases
on the results of previous processing. For example, detailed location of roads and
rivers is only worth doing if there is evidence that those features are present in the
image. Plans for image processing need to be conditional, in the sense that the
course of action to be followed is dependent on the outcome of previous actions.
We have developed a conditional planner that advances the state of the art in
several respects, including the use of regression in the generation of conditional
plans and a careful treatment of the modelling of observations by permitting the
specification of a proposition as true, false, or unknown. We have successfully
applied our planner to the generation of conditional plans for image analysis in “EQOS
world” (named by analogy to the “blocks world”), a planning domain based on data

analysis problems related to the Earth Observing System’s Data and Information
System (EOSDIS).
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3.1 Motivation and Background

Classical planning has been criticized for its reliance on a complete model of ac-
tions [4]. Constructing an elaborate plan to achieve some set of goals makes little
sense if the environment is sufficiently unpredictable that the plan is likely to fail
at an early stage. There are several approaches to the problem of generating plans
for use in a changing and uncertain world. These fall generally into three classes:
making plans more robust in the face of changes in the environment [7], modifying
plans as new information becomes available, ? and conditional planning (more pre-
cisely, planning with conditional actions): planning which takes into account the
uncertain outcomes of actions.

Conditional action planning is suitable for domains in which there is limited
uncertainty and in which plans are constructed at a fairly high level of granularity.
Preliminary indications are that planning for image analysis is eminently suitable.
Robot planning is probably not such an application, unless it can be carried out at
a level of abstraction sufficiently high that much of the uncertainty can be ignored.

Peot and Smith [11] have developed a non-linear planner for conditional plan-
ning. In conventional, “classical” planning applications, non-linear planning is
usually an improvement over linear planning because fewer commitments yields
a smaller search space, at a relatively minimal added cost to explore each element
of that search space [10). However, it is not clear that this tradeoff operates in
the same way for conditional planners. Furthermore, the operation which is needed
to properly construct branching plans — resolving clobberers through conditioning
apart — is a very difficult operation to direct. Accordingly, a linear conditional
planner may be a reasonable alternative.

We have developed a linear conditional planner, based on McDermott’s regres-
sion planner PEDESTAL [9]. This planner has been implemented in Quintus Prolog,
running on Sun SPARCstations. It has been tested on Peot and Smith’s “Ski World”
sample problem and on the simplified model of the EOSDIS image processing do-
main described above.

3.2 Action representation

Following McDermott, we represent actions in the plan library in terms of three
predicates: preconditions, add lists and delete lists.> A precondition entry in the
database looks as follows:

precond(action, preconditions)

This database entry specifies the facts which must hold in order that action be
performable. These preconditions are necessary, but may not be sufficient for the
action to achieve the ends we desire.

24Reactive systems” [3, 1] are yet another approach to this issue, in which it is argued that we
are better off not planning at all.

3In practice, we are free to use a more convenient notation in composing the plan library than
the one the planner will use.
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Entries describing the effects of actions look like this:

add(formula, action , effect-preconditions)
or
delete(formula, action, effect-preconditions)

These entries specify that if action is performed in a world in which both effect-
preconditions and the preconditions for action hold, then formula will hold (not
hold) at the end of action.

Here is a simple action from Peot and Smith’s ski world example:

precond(go(?x, ?y), [at(?x), clear(?x, ?y)])
add(at(?z), go(?_,72), [1)
delete(at(?z), go(?z,7), [O)

We have used the underline as in Prolog, as an “anonymous” or don’t-care variable.

We expand this representation to allow for conditional actions, like those of
Peot and Smith [11]. Such conditional actions may have several different, mutually
exclusive, sets of outcomes. We capture this by associating with every such outcome
an integer. Integers can be added to the effect-preconditions of a postcondition entry
to specify that one particular outcome must happen in order for the postcondition
to hold. For example, in the Ski World, Peot and Smith have an operator for
observing road conditions between two points. There are two possible outcomes to
this operator: either the road will be found to be clear, or it will be seen to be
closed. Here is how we represent this operator:

precond(observe(road(?x,?y)), [lunknown(clear(?x,?y)),at(?x)])
add(clear(7?x,?y) ,observe(road(?x,?y)), [bead(?act,1)])
postcond(not(clear(?x,?y)) ,observe(road(?x,?y)), [bead(?act,2)])

The variable ?act is a special one, which will be bound to the name of the step — the
actual instance of the operator — so that we may have more than one conditional
action of the same type in our plan.

3.3 Pedestal

McDermott’s PEDESTAL planner is a regression planner which represents its plan
as a dense line segment, beginning at the initial conditions and ending at the goal.
Steps are incrementally added to the plan by associating them with points on the
line segment. In order to control this process, the planner will always have a set
of active (not yet solved) goals and a set of protections which must be respected.
PEDESTAL’s goals are pairs (g,b).: the first component, g being a proposition to
be established, and the second being a step for whose benefit the proposition is
to be established. The top-level goals are goals of the form (g,finish) for the
distinguished final step. ’

At each point in the planning process, PEDESTAL will pick a goal out of its active
set, and resolve it. PEDESTAL resolves its goals (g, v) in one of three ways, chosen
nondeterministically:
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1. g holds in initial conditions: In this case, the goal may be achieved without
performing any action. PEDESTAL adds a protection which guards the goal
from the beginning of the plan until step v and continues.

2. g is established by existing step: Call this step s. PEDESTAL does the
following:

(a) adds a protection of g from s until v.

(b) PEDESTAL must ensure that s has the desired effect of establishing g.
Let X(g,s) be the causation preconditions for g with respect to s. Post
new goal(s)* {5(g, ), s).

(c) PEDESTAL must also ensure that no already-existing step between s and
v negates g. This is done by posting additional goals:

For all steps = such that s < z < v, let the preservation preconditions of
g with respect to z be II(g,z). Post (II(g, z), ) as a new goal.

3. g is established by a new step: Choose some point in the plan at which
to insert a new step, s. Now proceed as per a preexisting step to achieve the
goal. In addition, however, PEDESTAL must post as goals the preconditions
for act 5. Let those preconditions be ®(s). Post goal(s) (®(s), s).

3.4 Conditional Pedestal

PEDESTAL admits of a fairly straightforward adaptation to conditional planning.
Essentially, one adapts the PEDESTAL algorithm by mapping steps onto a chronicle
tree, instead of a line segment. When one adds conditional actions to the plan, one
adds new branches to the tree, running from the conditional action to newly-created
goal nodes. One then plans for each new goal node as well as the pre-existing goal
node.

At each point in the planning process, pick a goal out of the active set, and
resolve it. As before, goals are resolved either by finding that the goal holds in the
initial conditions, is established by a pre-existing step, or by inserting a new step.

There is one (substantial) complication: handling the addition of conditional
actions to the plan. Recall that conditional actions have multiple outcomes. When
we add the conditional action to the plan, we will do so because one of the outcomes
will achieve a goal. However, there will be other outcomes which will not, in general,
achieve the same goal. One may think of these as “bad outcomes” for the action.
For each bad outcome, we introduce a new goal node following the bad outcome.
Informally, one might think of this goal node as causing us to plan a recovery from
the bad outcome.

Consider a problem from the Ski World. One wants to get to a resort (Snowbird
or Park City). One’s plan so far might be as shown in Figure 2. One has planned

" 4Because we are assuming ground actions, we can blur the distinction between posting a single
goal which is a conjunction and posting a conjunction of goals each of which is a literal.

24



observe(r?ad(B,S)) clear
start go(home,B) go(B,Snowbird) finish
(at resort)
not clear
finish
(at resort)
Figure 2: Initial plan to get to the resort.
observe(r?ad (B.S)) clear
start go(home,B) go(B,Snowbird) finish
(at resort)
not clear
finish
(at resort)

Figure 3: Plan to go to resort after the addition of the conditional action.

to go from home to position B and then from B to Snowbird. However, one has a
remaining subgoal, which is to determine that the road from B to Snowbird is clear.
Unfortunately, this is not a sure thing. The observation operator has two possible
outcomes: either the road will be seen to be clear, or seen to be blocked. In the
latter case, one will have to plan a new way to get to the resort. The planner’s state
after the addition of the observation action is shown in Figure 3. The planner will
now have as goals whatever it had before and the goal to get to a resort when the
road from B to S is not clear, represented by the new goal on the second branch of
the plan. Notice that the two plans will share any actions which take place up until
the time the status of the road is observed. Notice also that additional actions may
be inserted into this shared prefix of the plan: for example, we might as the first
step of the plan take some money, if there was a toll on the road from C to Park
City. This would only be necessary in the event that the road from B to Snowbird

is blocked, but would be done before the agent knows whether or not the road is
blocked.
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3.5 Future work

We are in the process of extending conditional planning to an approach we call
epsilon-safe planning, in which probabilities are associated with the various out-
comes of conditional actions (e.g., with the success or failure of a given classification
routine). For any given branch of a conditional plan, we can determine a probability
of success. The total probability of success is the sum of the branches which lead
to the goal state.

4 Hierarchical Planning with Deadlines

Automated image processing within the Product Generation System (PGS) of the
Earth Observing System’s Data and Information System (EOSDIS) requires the
automatic generation of complex analysis plans, detailing the processing steps to
be taken to clean up, register, classify, and extract features from a given image.
These plans will be executed in a resource-limited environment, competing for such
resources as processing time, disk space, and the use of archive servers to retrieve
data from long-term mass storage. To complicate matters, it is important that the
results of these plans (the completed analysis products) be delivered in a timely
fashion to the scientists requesting them.

In joint work at the Honeywell Technology Center (HTC) and NASA’s Goddard
Space Flight Center, we have developed a planner that generates hierarchical plans
for PGS image processing. The schemas used by this planner (based on Nonlin’s
Task Formalism (TF))[13] have been extended to record information about the esti-
mated and worst-case duration of a given task, and about the tasks’ resource usage.
This information is used during plan construction, for example in the rejection of an
otherwise promising expansion for a given sub-task because it requires more time
than is available, and in the construction of detailed schedules for image processing
tasks.

Accurate estimates of the time required for image processing tasks are hard to
come by, particularly for more abstract tasks (e.g., “identify features,” rather than a
detailed set of file manipulations). We have constructed a routine that traverses the
set of tasks defined for the PGS planner, defining worst-case estimates for abstract
tasks based on the time required for their subtasks. Use of this routine, coupled
with a facility allowing primitive task estimates to be updated either manually or
based on statistics gathered as the system runs over time, allows us to continually
refine the initially somewhat undependable time estimates, resulting in increasingly
effective management of scarce computational resources for the image processing
task.

The choice of Nonlin as a starting place was driven by the fact that the TF can be
used effectively to describe image processing tasks. Human users tend to break these
tasks down into hierarchies of subtasks (e.g., “remove noise” may involve scan-line
removal, smoothing, and despeckling, usually in that order) in a way very naturally
expressible in TF. Nonlin’s main drawbacks included the lack of any facilities for
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reasoning about duration, deadlines, and resources. Deviser [14] adds durations,
but is not sufficiently flexible and scales poorly. Eventually, the planning function
will be integrated with scheduling and dispatch functions that will use the same
representations.

Durations and deadlines were added to the TF through the addition of a :du-
ration slot in task schemas. These specifications may be numbers, ranges, or a
function of the schema variables evaluated when the schema is instantiated. The
underlying representation of time is the TMM [5], in an implementation developed
at the Honeywell Technology Center. Calculation of duration bounds during task
expansion provides an additional constraint on search: if at any time the time
needed for a given task expansion exceeds the time available, the system will back-
track, trying an alternative expansion at the current level or higher planning levels
until a time-feasible schedule is found (or the system gives up).

5 Summary and Conclusions

Automating the processing of satellite earth science data is both timely and with
a high potential for significant improvement of the current environment. Timely,
because the current tools for managing and processing this data are beginning to
be overwhelmed. This trend will only worsen as new satellite systems come on line
over the next few years, most notably (but not exclusively) EOS. As we have also
argued, automation of these tasks shows great potential benefit. Existing research
in Al, Operations Research, databases, and distributed systems can be adapted
to alleviate the looming data overload, in some cases by freeing humans from the
process entirely (e.g., generating browse products on ingest), and in other cases
by providing better tools for interactive use (e.g., helping scientists to retrieve and
process archived data).

In this paper, we have presented results on the application to image processing
of two bodies of work drawn from current research in AI planning: conditional
planning and planning with duration and deadlines. These results are promising,
but the work is by no means complete. Moving these systems into operational use
will require further refinement and development, which we expect to accomplish
over the next twelve to eighteen months.

References

(1] Brooks, Rodney A., A Robust Layered Control System for a Mobile Robot, A.I. Memo
No. 864, MIT Artificial Intelligence Laboratory, 1985.

[2] Campbell, W., Short, N., Jr., Roelofs, L., and Dorfman, E., Using Semantic Data
Modeling Techniques to Organize an Object-Oriented Database For Extending the
Mass Storage Model, 2nd Congress of the International Astronautical Federation,
1991.

[3] Chapman, David, Planning for Conjunctive Goals, Technical Report AI-TR-802, MIT
Artificial Intelligence Laboratory, 1985.

27



[4] Chapman, David and Agre, Phil, Abstract Reasoning as Emergent from Concrete
Activity, Georgeff, Michael P. and Lansky, Amy L., (Eds.), The 1986 Workshop on
Reasoning About Actions and Plans, Morgan-Kaufman, 1987, 411-424.

[5) Dean, Thomas and McDermott, Drew V., Temporal Data Base Management, Artificial
Intelligence, 32 (1987) 1-55.

[6] Dozier, J. and Ramapriyan, HK., Planning for the EOS Data and Information System
(EOSDIS), The Science of Global Environmental Change, (NATO ASI, 1990).

[7] Firby, R. James, An Investigation in Reactive Planning in Complex Domains, Proceed-
ings AAAL-87, Seattle, Washington, AAAI, 1987, 196-201.

[8] Green, J., The New Space and Earth Science Information Systems at NASA’s Archive,
Government Information Quarterly, T(2) (1990) 141-7.

[9] McDermott, Drew, Regression Planning, International Journal of Intelligent Systems,
6(4) (1991) 357-416.

[10] Minton, Steven, Bresina, John, and Drummond, Mark, Commitment Strategies in
Planning: A Comparative Analysis, Proceedings IJCAI 12, Sydney, Australia, 1JCAI,
1991.

[11] Peot, Mark A. and Smith, David E., Conditional Nonlinear Planning, Artificial Intel-
ligence Planning Systems:Proceedings of the First International Conference, Los Altos,
CA, 1992, 189-197, Morgan Kaufmann Publishers, Inc.

[12] Ramapriyan, H.K., The EOS Data and Information System, American Institute of
Aeronautics and Asironautics, 1990.

[13] Tate, Austin, Generating Project Networks, Proceedings IJCAI 5, Cambridge, MA,
WCAI, 1977.

[14] Vere, Steven, Planning in Time: Windows and Durations for Activities and Goals,
IEEE Transactions on Pattern Analysis and Machine Intelligence, 5 (1983) 246-267.

28



N94- 35046

RAVE: Rapid Visualization Environment

D. M. Klumpar Kevin Anderson and Evangelos Simoudis

Lockheed Space Sciences Laboratory Lockheed Al Center

3251 Hanover Street 3251 Hanover Street

Palo Alto, CA 94304 Palo Alto, CA 94304

klump@agena.space.lockheed.com {kevin, simoudis } @aic.lockheed.com
Abstract

Visualization is used in the process of analyzing large, multidimensional data sets.
However, the selection and creation of visualizations that are appropriate for the
characteristics of a particular data set and the satisfaction of the analyst’s goals is difficult.
This process consists of three tasks: generate, test, and refine, that are performed
iteratively. The performance of these tasks requires the utilization of several types of
domain knowledge that data analysts do not often have. Existing visualization systems
and frameworks do not adequately support the performance of these tasks. In this paper
we present the RApid Visualization Environment (RAVE), a knowledge-based system
that interfaces with commercial visualization frameworks and assists a data analyst in
quickly and easily generating, testing, and refining visualizations. RAVE has been used
for the visualization of in situ measurement data captured by spacecraft.

1. Introduction

Large volumes of multidimensional data are routinely collected in fields that range
from space physics to retail marketing. Information is extracted from the collected data
through visualization techniques, as well as a variety of analysis methods, e.g.,
statistical, whose results are comprehended also using visualizations. The creation of
useful visualizations is a knowledge intensive task that is usually performed as a
generate and test process. The analyst must know (1) how to visualize the data set he is
analyzing, (2) what visualization package to use to realize the selected visualization(s),
and (3) whether the data set will need to be transformed before the selected package can
generate the chosen visualization. Very few analysts possess all the necessary types of
knowledge. As a result, the generate and test process takes a long time to perform.
Existing data visualization systems and frameworks suffer from two limitations. Either
they are not easily extensible implying that the generate and test process cannot be
performed, or they are hard to use. In this paper we present the RApid Visualization
Environment (RAVE), a knowledge-based system that interfaces with commercial
visualization frameworks and assists a data analyst in quickly and easily generating,
testing, and refining visualizations. RAVE generates visualizations that satisfy a set of
analysis and display goals stated by its user. The system has been used by space scientists
for the visualization of in situ measurement data captured by spacecraft. It currently
interfaces with the PV-Wave and AVS visualization frameworks.

29



Once the user selects a goal, RAVE automatically identifies a set of visualizations that
can be used to achieve the goal. The user selects one or more visualizations from this
set, and RAVE automatically creates and executes the appropriate program to generate
each of the selected visualizations. The program is implemented in the language of the
visualization frameworks that are interfaced to RAVE. The user can compare the
effectiveness of the created visualizations with regards to the amount of information
that can be extracted and the way the information is presented. In this way, the analyst
can quickly and easily select a set of target visualizations which can then be further
refined.

2. Data Visualization

Data is collected and analyzed to create models that predict the future behavior of a
system, or explain an observed event. For example, a space scientist may try to explain
whether the earth's magnetosheath contain solar wind plasma or just noise. Data
analysis gives rise to goals that must be achieved. Visualization can be used to achieve
these goals. For example, an analyst may create a scatter plot of temperature versus
density for protons in an attempt to explain the existence of solar wind in earth's
magnetosheath.

Visualization of a data set to achieve a goal implies that the analyst must be able to (1)
decide how to visualize a data set, (2) create the decided upon visualization, and (3)
assess the created visualization's effectiveness in presenting the information contained
in the data set and thus achieving the stated goal. The selection and creation operations
can be viewed together as a generate operation. Therefore, visualization in this class of
domains can be framed as a generate and test process.

Deciding how to visualize the data implies that the analyst understands the benefits of
using each visualization, and knows how to map from a space of analysis goals to a space
of visualizations. Oftentimes these mappings are one-to-many further complicating the
visualization-selection task. Creating a visualization, and later refining it through the
addition of features such as color, implies that the analyst must have knowledge about
computer graphics and programming. For example, the analyst must know how to
write a program to generate a scatter plot, and then how to use color to display the data
points whose values are greater than some threshold. Existing visualization languages
that are included in frameworks such as AVS, PV-WAVE facilitate the programming
task but have steep learning curves. The knowledge included in the RAVE system (1)
supports the data analyst during the visualization selection operation, and (2) enables
the automatic creation of the corresponding programs in the visualization languages of
the frameworks to which RAVE is interfaced.

3. Application Domain

RAVE has been used for the visualization of space sciences data from in situ
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measurements of plasmas, fields, and corpuscular radiation. For example a set of
instruments for in situ measurements may capture the DC magnetic field (a three-
component field vector), the DC electric field (also a three component field vector), the
flux of particles as a function of their energy of arrival, charge, and mass composition,
and the AC electric and magnetic wave field spectra (energy density vs. frequency). We
have experimented with a subset of observations from the Hot Plasma Composition
Experiment (HPCE) on the AMPTE /CCE spacecraft.

The Charge Composition Explorer (CCE) satellite of the AMPTE program was launched
in August, 1984 into a near equatorial orbit (inclination 4.8° with apogee of 8.8 Re and
perigee 1108 km). The CCE was spin-stabilized at 10 rpm with its spin axis pointing
approximately toward the sun. The spacecraft carried instrumentation to measure
composition and charge state of ions over a very broad energy range, electrons, plasma
waves, and the geomagnetic field. The data used here from the HPCE was taken by a set
of eight magnetic electron spectrometers that measure the flux of electrons from 50 eV to
25 keV [Shelley et al.,, 1985]. Each spectrometer is operated at a fixed energy with an
energy resolution of 50%. The eight instruments are co-aligned with their fields-of-view
perpendicular to the spacecraft spin axis and are operated simultaneously, making
measurements in unison every 155 msec. Thus an eight point electron energy spectrum
is obtained every 9.5° of satellite rotation. The spectrometers are collimated with a 5°
full width conical field-of-view giving an effective full width field-of-view of 5° x 14.5°
during each measurement period. As the spacecraft rotates the view directions sweep
through a range of pitch angles the amplitude of which depends on the direction of B
with respect to the spacecraft spin axis. The full pitch angle scan (0°-180°) is achieved
when B is perpendicular to the spin axis.

. The captured measurements may be viewed as a succession of time slices through
energy space. Each time slice contains eight measures of the instantaneous electron flux
(at the eight energies) and each successive slice is displaced by 9.5° of rotation in the spin
plane of the satellite. All captured parameters vary in time and space with rates-of-
change that are highly variable as (1) the environment responds to externally applied
forces, and (2) the spacecraft moves between different plasma regimes. In addition to the
data captured from the HPCE sensors, our data set also contained data that was derived
by combining data from multiple sensors. In this way we were able to represent global
characteristics of the plasma, e.g., plasma beta, ratio of plasma frequency to gyro
frequency, etc.

4. RAVE: System Description

RAVE is a knowledge-based system that supports a data analyst in generating, testing,
and refining visualizations of a set of relational data. It is layered on top of existing
visualization frameworks, e.g., AVS, PV-WAVE, etc., capitalizing on their data
representation and rendering strengths, while improving their ease of use. RAVE
consists of: a graphical user interface, a knowledge base, an inference engine, a facts
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database, a visualization program generator, and interfaces to the visualization
frameworks to which it is connected. The system’s architecture is show in Figure 1.
RAVE’s graphical user interface is implemented using DevGuide under Open Look, the
interfaces to the visualization frameworks are implemented in C, whereas the rest of the
system is implemented in Common Lisp using the Common Lisp Object System.

graphical user interface
A
v1sua11.zat10n selected |data|goall [activated
rendering TR P I
visualization |info visualization
B objects
visualization obiect of -
program 41-]1]—3— facts database |agm]| inference
selecte en ine
generator | . " &
visualization,
data info, data
rogram,
data
intertace to| [interface to
AVS PV-WAVE knowledge
base
AVS PV-WAVE

Figure 1: The architecture of the RAVE system

RAVE’s knowledge base contains (1) a set of visualization objects, and (2) a set of rules
that relate visualization goals to visualization objects. Each method for visualizing a
data set is represented by a separate object. An object has slots for: (1) the name of the
visualization, (2) the goals the corresponding visualization can satisfy, (3) the
refinements the visualization can accept, (4) the domain(s) in which it can be used, and
(5) the program that implements it in the language of one of the visualization
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frameworks with which RAVE interacts. For example, the visualization object that
corresponds to the two-dimensional scatter plot can satisfy the goal "attribute x is related
to attribute y," it can accept zooming and color as refinements, and can be applied in any
domain where numeric-valued attributes are compared.

Occasionally, a data set may need to be transformed, e.g., to a different coordinate system,
before the visualization can be rendered in a framework. The visualization-generation
program included in an object includes the necessary transformations that must
performed, and executes them automatically as part of the program-creation process. If a
particular visualization can be rendered by more than one of the frameworks with
which RAVE is interfaced, then a visualization object can include a separate
visualization-generation program, along with the necessary transformations, for each of
the appropriate frameworks. The user can select the framework(s) where the data will be
displayed. We plan to expand the types of knowledge that can be represented in a
visualization object by making explicit visualization-selection criteria such as cost of
displaying a visualization, type of display device needed for displaying effectively a
selected visualization, etc. In this way, not only we will be able to further assist the
analyst’s selections, but we will also be able to capture the rationale behind each
selection. Finally, this knowledge will also be accessible by the rules and will enhance
the RAVE’s mapping capabilities.

A set of visualization objects that are appropriate for the data of a particular application
domain can be organized into a collection. For example, objects that correspond to
visualizations used with financial data are organized into a collection. Such collections
can be organized hierarchically with the top-level collection (node) containing the set of
general visualizations, e.g., scatter plots, line plots, etc.

The antecedents of each rule represent (1) the statement of a goal, and (2) the constraints
that need be satisfied before the goal can be achieved. The rule’s consequents select the
visualizations, i.e., instantiate the visualization objects, that can satisfy the goal. The
rules make explicit: (1) what constitutes an appropriate visualization for a data set and a
goal, (2) how to develop knowledge that can be shared across several domains, and (3)
how to choose a particular visualization. A set of rules can be associated with a
collection of visualization objects, e.g., the objects that correspond to visualizations that
pertain to analysis of financial data. Two example rules are shown in Figure 2.
Variables in these rules are preceded by question marks. Each variable, e.g., 7x, is bound
to an object that contains information about each attribute in the data set to be
visualized. The information includes: the type of the attribute’s values, e.g., integer,
real, nominal, etc., the number of distinct values included in the set to be visualized,
minimum and maximum values (for numeric-valued attributes), the type of data, e.g.,
time-series, a pointer to the actual values, etc.
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(if (and (goal (related-to ?x ?y))
(equal (value-type ?x) ‘numeric)
(equal (value-type ?y) ‘numeric))
then (activate 2-d-scatter-plot ?x ?y))

(if (and (goal (value-distribution-of ?x))
(<= (number-of-distinct-values ?x) 5))
then ((activate 2-d-bar-graph ?x) (activate 2-d-pie-chart ?x) (activate 3-d-pie-chart ?x)))

Figure 2: Examples of rules used by RAVE

The first rule states that the visualization object corresponding to the two-dimensional
scatter plot is enabled for selection by the user if the stated goal seeks to establish whether
attribute x is related to attribute y, and the values of both attributes x and y are numeric.
The second rule states that the visualization objects corresponding to the two-
dimensional bar graph, the two-dimensional pie chart, and the three-dimensional pie
chart are enabled for selection by the analyst if the stated goal seeks to identify the
distribution of the values of a particular attribute and the number of distinct values this
attribute takes in the selected data set is not greater than five.

The user interface initially allows the analyst to: (1) select a data set to be analyzed, (2)
specify any special characteristics of the selected data, e.g., time-series data, and (3) choose
a visualization goal from a menu of pre-specified goals. The selected data, i.e., attributes
and values, is preprocessed so that information such as minimum and maximum
values can be established. The data and the resulting metadata are organized into an
ob]ect that is asserted in RAVE’s facts database. The selected goal is asserted as a separate
fact in the same database. The inference engine executes the rules whose antecedents
match facts in the database. As a result of executing the matching rules, one or more
visualizations may be activated. The names of the activated visualizations are displayed
to the analyst through RAVE's interface. The analyst can select one or more of the
activated Vlsuahzatlons A portion of RAVE s user mterface is shown in Figure 3.

As was stated above, if a selected visualization can be dlsplayed by more than one of the
frameworks that are connected to RAVE, the analyst must select the frameworks that
will be used. The program(s) included with the object that corresponds to each selected
visualization is subsequently sent to RAVE's visualization program generator which
instantiates it for the specified data set and attributes. The instantiated program is then
sent, through the appropriate interface, to the corresponding visualization framework
for rendering. Each selected visualization is rendered in a different window. The
analyst is given control, through the user interface, of simultaneously displaying all the
created visualizations. In this way, the analyst is able to compare the information-
extraction and presentation effectiveness of each selected visualization, and either

34




choose the best one(s), refine one or more of the displayed visualizations, or discard
them and modify his initial selections so that new visualization objects may be enabled.

Figure 3: A portion of RAVE's user interface
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Should, after seeing the results of a selected visualization, the analyst decide to refine it,
he can select one or more of the refinements supported by the particular visualization.
The selected refinements are reflected on the instance of the visualization object that is
asserted on RAVE’s facts database. The updated object is communicated to the program
generator which creates an instance of the updated program(s) corresponding to the
visualization. This new instance is similarly sent to the appropriate visualization
framework for rendering. Figure 4 shows a two-dimensional scatter plot that has been
refined by enabling the zooming and coloring capabilities.
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Figure 4: A two-dimensional scatter plot produced by RAVE

6. Related Work -
We compare RAVE to two sets of systems. The first set consists of systems that use

artificial intelligence techniques to facilitate the creation of complex user interface. In
particular, we examine the Integrated Interfaces system [Arens et al. 91], and the APT

36



system [Mackinlay 91]. The second set consists of two visualization frameworks that
have been developed for space sciences data: LinkWinds [Jacobson & Berkin 93], and
SAVS [Szuszczewicz et al. 92].

Integrated Interfaces is a knowledge-based system whose goal is to alleviate the work of
user interface designers and developers. For this reason the system uses knowledge that
allows it to automatically select, at run time, the most appropriate way for presenting
information. Integrated Interfaces supports output in natural language, text, maps and
other graphics, tables, and forms. Its knowledge base represents domain knowledge, and
knowledge about user interfaces. In contrast, RAVE concentrates on output that can be
presented through graphics. Its knowledge base represents deeper and more detailed
knowledge both about graphics and the particular domains where the system is applied.
Furthermore, through its ability to display several different visualizations that can
satisfy a particular goal, RAVE provides its user with the ability to perform guided
exploration of the visualization space by comparing the effectiveness of several
visualizations in extracting the most possible information from the contents of the data
set.

The goal of the APT system is to dynamically create effective visualizations of relational
information by searching a space of possible designs. In this respect, it is a tool for
performing open-ended exploration of the visualization space. It concentrates on bar
charts, scatter plots and connected graphs. APT has the ability to decompose a data set
into components that can be visualized individually, selecting a visualization
appropriate for each component and then composing from the individual pieces the
visualization for the overall data set. As was mentioned above, RAVE provides less
support for a guided rather than an open-ended exploration of the visualization space. It
assumes that the user will partition a data set, should the need arise. However, it
supports more complex domain-specific and domain-independent visualizations of
relational information than the APT system. Finally, RAVE is able to interface with
existing visualization frameworks making it an easily extensible system able to render
complex domain-specific visualizations, in addition to the generic simple ones.

The LinkWinds system provides an environment for rapidly prototyping and executing
visualization applications on planetary data. It allows its user to analyze data and
creation visualizations through a spreadsheet interface. RAVE, in contrast, provides
knowledge-based support for selecting appropriate visualizations and automates the
creation of each selected visualization template.

The SAVS tool provides data acquisition, manipulation, and visualization capabilities.
The system is being applied on solar-terrestrial and planetary data. It is implemented on
top of the AVS visualization environment. SAVS does not provide knowledge-based
support during the visualization-creation process. In addition, the visualizations it
supports are those that can be supported by AVS. In addition to the knowledge-based
support it provides, RAVE can be interfaced with a variety of visualization languages,
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including AVS. As such it can support a wider range of visualizations than SAVS.
7. Conclusions

We continue developing the RAVE system expanding its knowledge base with more
visualizations that are appropriate for space sciences data, and interfacing it to other
visualizations frameworks, such as SGI Explorer, that have desired features. In addition,
we are in the process of interfacing RAVE to the Recon data mining system [Simoudis et
al 93] that provides sophisticated data management and analysis capabilities.

The process of generating, testing, and refining visualizations is particularly well-suited
for the space sciences domain, as well as for other domains where graphics are used for
extracting information from data but where the identification of the appropriate
visualizations is not easy. RAVE provides knowledge-based selection of visualizations
that are appropriate for achieving analysis and data display goals. Once visualizations
are selected, RAVE can automatically create and execute programs that generate the
visualizations. In the process, it automatically transforms the target data set to satisfy
constraints imposed by the visualization framework in which the data will be displayed.
These capabilities allow the analyst to perform a guided exploration of domain-specific
and generic visualization spaces, while concentrating on information extraction.
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Abstract

This paper describes a behavioural competency
level concerned with emergent scheduling of
spacecraft payload operations. The level is part of
a multi-level subsumption architecture model for
autonomous spacecraft, and functions as an action
selection system for processing spacecraft
commands that can be considered as "plans-as-
communication”. Several versions of the selection
mechanism are described and their robustness is
qualitatively compared.

Keywords: Spacecraft Control, Emergent
Scheduling, Behavioural AL

Introduction

This paper describes an autonomous control
architecture for scheduling payload and user
service operations of a low Earth orbiting
microsatellite, AUSTRALIS-1. The control
architecture is based upon a behavioural paradigm
of artificial intelligence (see Maes, 1993).
Previous work has defined a layered competency
model for autonomous orbital spacecraft (Lindley,
1993a), and the detailed design of the level 1
competency for maintaining the spacecraft battery
condition (involving power system fault detection,
redundant unit switching, charge control, and
discharge control; Lindley, 1993b). Planning and
Scheduling of Data Acquisition and Transmission
is a much higher level competency (level 7),
representing very atypical functions for
behavioural systems (that have generally
addressed low-level robot motion control and
guidance functions). Emphasizing the interface
between the autonomous system and its human
users, the level 7 competency takes into account
specifically requested data objects, user requested
instrument parameters, and the need to downlink
particular data sets at particular times or locations.
These needs are catered for while considering the
battery charge requirements of Level 1. A plan in
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this system consists primarily of the current set of
requests for user operations, gcnerated by users
and uplinked to the spacecraft. Hence "a plan" is a
communicable list of representations of goals. The
term "planning" can be used to refer to the
generation of goal lists, or can be used more
loosely to refer to the generation of activity that
satisfies a set of current goals. A schedule is taken
to be an association of specific activities with
particular times, and hence is a more detailed
form of planning in the loose sense. By these
definitions, planning and scheduling can be
emergent phenomena in that they do not need to
involve the generation of action representations. A
goal selection algorithm is described that achieves
emergent planning and scheduling by choosing a
particular represented goal as the basis of action
generation with each control cycle of the system.
Several versions of the algorithm are described,
and their relative merits are qualitatively
discussed.

Precedents for Autonomous Planning in Space
Systems

Command languages for spacecraft can be viewed
as languages for expressing plans that are
uploaded to and then obeyed by a spacecraft.
Increasing abstraction levels in spacecraft
command languages (Pidgeon et al, 1992), or
reducing command detail, requires greater
spacecraft "intelligence" in the form of the
autonomous planning ability needed to elaborate
the details of uplinked plans to the appropriate
level for the control of spacecraft hardware. For
example, in normal operations, the Hipparcos
spacecraft is controlled by processed commands
that are sent to the onboard computer for
distribution to other systems, and for possible time
tagging. The ERS-1 spacecraft, which is in a low
polar orbit with limited ground access, has a
similar command macro system, with four
command types providing different functions and
levels of authority. The EURECA system,
comprising fifteen separate payloads, uses an



onboard Master Schedule that contains a list of
time tagged command macros for execution by
the onboard data handling system. Further
increasing the abstraction level of commands, or
further decreasing their level of detail, involves
the incorporation of more sophisticated techniques
for autonomous planning and scheduling, drawn
from research in artificial intelligence (Al).

Representational Al systems, or Knowledge-
Based systems (Maes, 1993), use symbolic
models of the robot, its operating environment,
and the range of tasks and actions that the robot
"knows how to perform". System behaviours are
typically produced by an inference engine that
reasons about the models to produce action plans.
Plans and action representations are frequently
hierarchically ordered, with high level
representations of goals and actions at the top of
the hierarchy. Subsequent levels of abstraction
decompose goals into increasingly specific
subgoals, ending with primitive machine
commands that can be executed directly by
hardware. Robotic plans are monitored during
execution. A robot may attempt to deal with plan
failures by replanning from some suitable level of
abstraction, with various techniques being
employed to deal with constraints of real-time
operation. Brooks (1986) has described this
traditional, representational approach as the
sense/model/plan/act approach. Representational
approaches (reviewed in Georgeff, 1987) have
made substantial progress in addressing the
requirements of many applications, but frequently
founder in the inability of system designers to
provide sufficient knowledge for the autonomous
performance of useful tasks in real environments.

Most space applications of Al to date have
concentrated upon the areas of mission planning,
sequencing, and control. There have been
numerous projects that have addressed the
automation of ground-based planning and control
of space systems, with many systems successfully
prototyped, and a number now in routine
operational use (Drabble,1991). These ground-
based systems have been developed within the
traditional, representational AI paradigm.
Autonomous orbital spacecraft, surface
exploration robots, and dextrous free-flying robots
have particular requirements for producing
appropriate behaviour quickly in the face of
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dynamic and uncertain circumstances. These
issues have been addressed using techniques
representing a convergence towards some of the
techniques involved in behavioural artificial
intelligence. Fast response times have been
achieved by separating the control architecture
into parallel functions, with a combination of
deliberative planning and reactive planning being
used to achieve goals at strategic and tactical
levels, respectively (eg. Rokey and Grenander,
1990, and Erickson et al, 1989). Autonomous
orbital spacecraft control models have adopted
limited parallel and distributed processing models,
but have still tended to rely upon world modelling
as the basis of their intelligence (eg. Raslavicius et
al, 1989).

Hierarchical approaches to action representation
and control have dominated the field of spacecraft
automation, and have been incorporated as
fundamental structuring principles in proposed
reference models for space automation and
robotics developed both by NASA and ESA
(Elfving and Kirchoff, 1991). The "Theory of
Intelligent Machines" proposed by Valavanis and
Saridis (1992) associates hierarchy with proposed
fundamental analytical measures of intelligence,
and the Rensselaer Polytechnic Institute Center
for Intelligent Robotic Systems for Space
Exploration has constructed a testbed that has the
development and implementation of this theory as
one of its primary purposes (Watson et al, 1992).

Behavioural theories of artificial intelligence
suggest a very different approach to autonomous
action generation and control, requiring new
reference models for robotic systems (Lindley,
1993a) and new analytical formulations that do
not intrinsically depend upon a hierarchy of
functional or control flow (Lindley, 1993c). Maes
(1993) has described the following characteristics
of behavioural systems:

- systems have multiple, integrated, and
typically low-level competences

- the system is "open" or "situated" in its
environment, having many interactive
interfaces with a complex, dynamic, and
unpredictable world

- the emphasis is upon autonomy

- systems are designed to produce behaviour,
rather than to have knowledge in a



representational sense, thus avoiding the
circumspection problem of providing
sufficiently comprehensive world models for
the tasks at hand

- particular functions may emerge from the
activity of more primitive behaviours

- there is a strong emphasis upon adaptation

Lindley (1994) has argued that behavioural
approaches are justified by philosophical positions
that regard represented knowledge as a cultural,
discursive, and pragmatic artefact, rather than
being the substance of intelligence; in effect,
knowledge is reified practice, codified by
representation in order to coordinate behaviour.
From this viewpoint, action, rather than
representation, is at the core of intelligence.
Behavioural theories constitute a new and
vigorous paradigm that has shown superior
performance to representational methods in the
control of simple robotic functions (Brooks,
1991).

Planning and Behavioural Action Selection

Agre and Chapman (1990) attribute problems with
the representation-centred view of "plans-as-
programs” to a mistaken notion of what activity is
like, and the role plans can play in activity. The
plan-as-program view regards activity as a matter
of problem-solving and control. The world
presents an agent with a series of formally defined
problems that require solutions, and a planner
produces the solutions. The executive then
"implements these solutions by trying to make the
world conform to them". Agre and Chapman hold
that this view is incorrect, since "Acting in the
world is an ongoing process conducted in an
evolving web of opportunities to engage in
various activities and contingencies that arise in
the course of doing so". Hence an agent can be
viewed as participating in the flow of events,
rather than solving problems.

This view leads to the notion of plans-as-
communication as part of a general theory of
situated activity. Plans-as-communication have a
reduced role, with the need for improvisation on
the part of the user. A plan is used as a resource
among other resources in a process in which an
agent engaged in rational, goal-directed activity
continually reevaluates what to do. Plan use is a
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matter of figuring out how to make a plan relevant
to a situation at hand. The meaning of the plan is
heavily dependent upon the context, and must be
constantly reassessed. Plans-as-communication
have a fuzzy boundary with other forms of
communication, such as lists, schedules, images,
and mnemonics. The current context of an agent is
a resource that can be used to intepret the plan.
Agre and Chapman present the example of a
person following a plan which has the form of
another person's instructions for how to reach a
particular location. Lessons generalised from the
example are:

- the list of shared understandings is
innumerably long

- all plans depend on shared understandings in
this way

- action in the real world is sufficiently
difficult to suggest that plans must depend on
innumerable shared understandings in order
to be expressible

- these points apply regardless of whether the
plan's maker and user are the same agent or
different agents

Attempts to capture the meaning of plans by
representation must therefore encounter the
circumspection problem of needing to represent
an unspecifiable amount of contextual knowledge.
Agre and Chapman suggest that the plans-as-
communications view is more plausible than
plans-as-programs as an account of human plan
creation and use, and may provide a more
effective model for artificial autonomous agents,
although its tendency to appear like the general
problem of automated natural language
comprehension makes it impractical for the design
of autonomous agents in the short to medium
term. However, this is overly pessimistic, since
the ability to understand (ie. use) limited forms of
plans for particular purposes in a specific domain
can be a much simpler competency than the
general-purpose natural language skills of human
beings.

An agent capable of processing plans-as-
communication can be designed using a
behavioural goal selection system for action
generation without deliberative reasoning. Maes
(1990) suggests that the action selection
mechanism of an autonomous agent in a complex



dynamic environment should be reactive and fast,
favouring actions relevant to the current situation,
exploiting opportunities, and adapting to
unpredictable and changing situations. The
mechanism must favour actions that contribute to
any current ongoing goal or plan, and should look
ahead, especially to avoid hazardous situations
and to handle interacting and conflicting goals.
The action selection mechanism must also be
capable of operating with minimal, incomplete or
incorrect world knowledge, with limited
computational and time resources, and be robust
(degrading gracefully when components fail).

A goal selection mechanism proposed by Maes
(1990), that appears to have these desirable
characteristics, views an autonomous agent as a
set of modules each having its own specific
competence. These modules resemble the
operators of a classical deliberative planner. A
competence module has a list of preconditions to
be fulfilled before the module can become active,
lists of expected effects of the module's action in
terms of an add list and a delete list, and a level of
activation for the module. If all the preconditions
of a module are true at a particular time, then the
module is executable at that time. Competence
modules are linked to form a semantic network,
with activating and inhibiting links between
modules allowing the activation energy to
accumulate in the modules that represent the
"best" actions to take in the current situation and
given the current set of goals. The pattern of
spreading activation among modules, and the
input of new activation energy into the network,
are determined by the current situation and the
current global goals of the agent. Activation
iterates through cycles, thereby accumulating until
a threshold is exceeded and an action is
performed. A decay function ensures that the
overall activation level remains constant through
continuous iterations.

Initial results with this approach are reported to be
very encouraging, with networks exhibiting
planning behaviour. Plans are not explicitly
represented, but the "intention” of an agent to
carry out certain actions is expressed by high
activation levels of the corresponding modules.
Action selection is non-hierarchical and highly
distributed. Global parameters serve as controls
for mediating smoothly between different action
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selection characteristics, and therefore between
adaptivity, speed, and reactivity on the one hand
and "thoughtfulness" and certainty on the other.
The approach is computationally much less
expensive that search-based planning. Different
paths are evaluated in parallel, and the system
does not start from scratch when a particular path
fails to produce a solution, nor "replan” at each
timestep. The action selection mechanism is
capable of processing complex goal
interrelationships, and complex, possibly
hierarchically organised goal substructures,
although particular applications may have very
simple, flat goal representations with few
interconnections.

AUSTRALIS-1 Spacecraft Operations

The AUSTRALIS-1 spacecraft is currently being
designed by an informal consortium of Australian
universities. The baseline spacecraft is a 35 cm
cube, having an expected mass of less than fifty
kilograms. It is intended to operate within an
altitude range from five hundred to one thousand
kilometres. The spacecraft will carry a near infra-
red CCD-based camera system, and
telecommunications equipment to support a data
store-and-forward communications service.
AUSTRALIS-1 has particular requirements for
autonomy derived from the need to serve a large
number of users over a highly dispersed area,
using very cheap and simple ground equipment
with minimal centralised control or coordination.

The spacecraft subsystems most directly
associated with supporting the level 7 user
operational model are shown on Figure 1. The
controller initiates image acquisition operations
and controls downlinking of images and data units
via the CMS (Command Management System)
database. Hence, the level 7 control network
functions at what will here be called a transaction
level; that is, it is not concerned with detailed data
transfer and timing control between devices, but
with control of the transfer of complete data units.

The flow of user data between components does
not pass through the level 7 controller, although
operation selection and initiation is controlled by
this level. The level 7 controller receives inputs
from the relevant subsystem components, from
the guidance and navigation system, and from the



level 1 competency concerned with battery
conditioning, charge control, discharge control,
and power control. The AUSTRALIS-1 power
control system is described in detail in Lindley
(1993b).

AUSTRALIS-1 users will be able to uplink data
files (by Store Data command), request data
broadcast (by Broadcast Data command), request
image acquisition (by Acquire Image command),
and request data deletion (by Delete Data
command). The commands are stored on board
the spacecraft, and function as goals within the
payload planning and scheduling competency of
the autonomous control system. In the data store
and forward mode, ground stations can uplink a
request for the spacecraft to broadcast data
immediately, or broadcast to a distant ground
station specified in terms of a latitude and
longitude or a time. During image acquisition
operations, the spacecraft receives an image
acquisition request from a user, schedules and
acquires the image, and then treats the image data
in the same way that user data packets are treated.

protocols and data exchange between devices,
allowing the level 7 control competency to be
defined at a supervisory control level. The CMS
database contains user data packets in addition to
user commands, and maintains a file listing all
data packets and their parameters or header
information. This directory file is treated as a data
packet with an identifier of 0. It can be
downlinked (with filtering based upon user
priority), but cannot be deleted. The directory is
updated automatically by the CMS dbms.

A Store Data command has an associated data
packet. Upon receipt of a Store Data command,
the data packet is stored in a database within the
CMS, along with command parameters. A data
identifier and descriptor are entered into the
directory file within the CMS database. Store Data
commands are processed immediately if accepted
(ie. within one processing cycle of the control
system) to initiate data input to the CMS database
from the receiver (channel) for eligible
commands. Detailed timing of data storage
transactions is not modelled at this level. If the

level 7 control

cycle time is fast

[: :a::;:‘ enough, a Store

Y Data command
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opin RX command = uplinking any of
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Figure 1. Level 7 subsystems.

Stored data is held in an onboard database within
the Command Management System (CMS) for
downlinking to specified destinations. Stored data
can be deleted upon explicit user request. In all of
these transactions the spacecraft will schedule and
execute operations without coordination or
mediation by a central ground station or command
and control network. That is, user stations will
interact directly with the spacecraft.

The Command Management System (CMS)
consists of a command execution controller, a
database management system (dbms), and a
database residing in bank switched memory. The
CMS command execution controller and other
levels of the control system handle detailed
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cycle time is too
slow for this,
uplinked data can be buffered prior to transfer to
the CMS database if the command is accepted, or
deleted if the command is rejected.

Upon receipt, a Broadcast Data command is
stored in the database within the CMS. As
specified by the command parameters,
broadcasting can be initiated immediately, at a
specified time, or in the proximity of a particular
target point specified by latitude and longitude.
The Broadcast Data command includes
parameters specifying the data to be broadcast.

A Delete Data command includes parameters
specifying the data to be deleted from the CMS
database. Deletion will occur only if the command



carries appropriate authorisation. When data is
deleted, the associated data identifier and
descriptor are removed from the directory file
within the CMS database.

Upon receipt, an Acquire Image command is
stored in the CMS database. The command
includes all appropriate image acquisition
parameters. Execution of an Acquire Image
command is triggered when time or positional
parameters are satisfied, and subject to resource
availability. Once an image has been acquired, it
is stored as a data unit in the CMS database, along
with its parameters and acquisition details. An
image identifier and a descriptor are entered into
the directory file within the CMS database.

Level 7 Subsystem Interface Definition

Subsystem Sensors

Each subsystem or component has a range of data
outputs, which may include sensor values and
computed function values. These outputs are
treated as sensors monitored by the level 7
controller. Sensors classified by associated
component are as follows:

Command Management System (CMS):

CA command arrival, 1/0
CREC command record

BD broadcasting data via tx, 1/0
SD storing data from rx, 1/0
CMA active memory blocks

™M total memory blocks

Guidance and Navigation System (GNS):

SClat spacecraft latitude
SClong  spacecraft longitude
SCalt spacecraft altitude
SCtime spacecraft system time

CREC records are derived (within the CMS) from
information provided by the user. Information
associated with all commands upon initial receipt
includes: command identifier (CID), user priority
(UPRI), command priority (CPRI), and command
type (CMD).
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Further information within Acquire Image CREC
input includes the target latitude and longitude or
an image acquisition time, and the image data
size. Store Data CREC inputs include the data size
and the data itself. Broadcast Data CREC inputs
include a data identifier, data size, and the
downlink latitude and longitude or a downlink
time. A data identifier of 0 indicates the CMS
database directory file. Delete Data CREC inputs
include a data identifier, and a delete latitude and
longitude or a delete time. The level 7 CMS
database user data storage format for each data
file includes the data identifier, the identifier of
the user who supplied the data, the data priority,
the data size, and the stored data. A datablock
generally includes command parameters from the
initial Store Data or Acquire Image command
associated with the data record.

Actuators

Control signals (including combined control and
data output signals) are:

Command Management System (CMS):

Command id, CID integer
Control enable, CE 1/0
Command Arrival Acknowledge, CAAK 1/0
Active Memory Blocks, AMB 2 bytes
Operation, CMS_OP 2 bits:
delete data 00
acquire image 01
store data 10
broadcast data 11
Transmitter:
tx_baud 2 bits

(encoding 0, 1200, 4800, or 9600 bps)
Controller Design

The overall goal of the level 7 competency is to
maximise the provision of user services
throughout the lifetime of the spacecraft. Hence
the goal is to maximise the overall throughput of
data in response to user demand. Users and their
data requests are prioritised, and higher priority
throughput is more important than lower priority
throughput. Hence, the goal of this level can be
expressed as the maximisation of the value
function:
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where k is the number of data packets downlinked
over the lifetime of the spacecraft, S; is the size of
the ith data packet downlinked during that time,
Py; is the priority of the user who requested data
packet i, P; is the priority requested by the user for
data packet i, and Pp,x is the maximum possible
user and data priority. Pmax is an a priori constant
established by convention. S;, Py;, and P; appear to
the controller as stochastic variables within
respective predefined range limits. The controller
has some control over the product S; . Py; . P; for
the command i executed on any given occasion if
there are a number of candidate commands from
which to choose that have different values of S; .
Py . P;. Then, other things being equal, the
controller can maximise the value function by
choosing to process the command with the
maximum product S; . Py . P;. It is the goal
selection system of the level 7 competency that
has the role of maximising Equation (1). Inputs to
the goal selection system include command goals
representing demands for power and state
variables indicating the power available after
battery charging (from level 1 of the control
system, concerned with power control). The
amount of power available constrains the data
throughput rate, and also constrains command
execution by command type.!

There are many ways of defining and
implementing a goal selection algorithm,
manifesting varying features and degrees of a
behavioural approach. Several alternative goal
selection systems are described here, compared,
and evaluated qualitatively in terms of that aspect
of their robustness that concerns the tendency of
the system to return to proper functioning
following disruption due to loss of hardware
and/or control logic.

1More generally, there is a tradeoff between the throughput
and the overall lifespan of the spacecraft. This complicates
the optimisation problem, but the complication is avoided
here by designing the spacecraft to operate with an average
power consumption over a fixed design lifetime of four
years.

47

Design #1: A Procedural Algorid

The algorithm for a single cycle of goal selection
can be written as a conventional procedural
algorithm:

1. select eligible commands from the general
command list, according to:
- satisfaction of latitude, longitude, and time
constraints
- Store Data commands are not eligible if a
command is currently being stored (ie. SD is
asserted)
- Broadcast Data commands are not eligible if a
command is currently being broadcast (ie.
BD is asserted)

2. set best goal = NIL

3. set power available = array energy remaining -
battery charge energy needed (from Level 1)

4. for each eligible command goal i
if the command is a Delete Data command
then
- execute the command
- remove the command goal from the
controller goal list
else
calculate Q; = UPRI. CPRI. Sd
if the command is a Store Data command
then
if memory required < memory
available ( that is, Sd < (CM - CMA))
then
Cost; = receiver power
+ memory power
else
Cost; = greater than max
power
end if
else if the command is an Acquire Image
command then
if memory required < memory
available then
Cost; = camera power
+ memory power
else
Cost; = greater than max
power
end if



else if the command is a Broadcast Data
command then
for each selectable transmission bit
rate j
Cost;; = transmission power for
rate j
end for
end if
if Qi > Qpest goal then
if command i is a Broadcast Data
command then
set jmax = max j for which
Cost;; < power available
if jmax 1S DOt zero then
set tx_baud = bit rate jmax

set Cost; = Costjj .,
else
Cost; = greater than max
power
end if

end if
if Cost; < power available then
set best goal = goal i
end if
end if
end for
5. execute best goal

This system differs from the goal arbitration and
selection network described by Maes (1990) in
that, unlike Maes' system, command goals do not
have any represented dependencies, substructures
of subgoals, or interrelationships; they are treated
as independent requests for system resources.
Also, the goal list used here is a dynamic structure
that may vary in size from 0 to the maximum
number of goals that the system memory can hold.
The value, Q;, of each goal i is similar to the
activation level used by Meas.

The content of goals (within certain standard
formats) and the frequency of goal arrivals are
determined by the dynamics of. the system
environment. The goals have a critical role in
determining the value of the autonomous system,
since the ultimate purpose of the spacecraft is to
satisfy its users on the ground by satisfying their
requests communicated to the spacecraft in the
form of the goals. However, the goals are partial
in the sense that maximising the usefulness of the
system over its projected lifetime requires
balancing user-generated goals with other goals
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concerning the health and status of spacecraft
subsystems and components. The overall goal
structure of the spacecraft control system is
partially defined by the levels of the multi-level
competency model (see Lindley, 1993a), partially
emergent (overall performance is maximised by
many competencies acting together but achieving
numerous local subgoals), and partially explicit in
the form of the command goal list.

Advantages of this procedural algorithm include
overall simplicity and computational complexity
that is linear in the number of eligible goals. The
primary disadvantage is that the procedure has no
intrinsic robustness against failure, because it is
written according to a model in which a single
active process interprets a variable-length list of
passive goals.

The goal selection system is a behavioural
approach to goal selection in that it achieves
planning and scheduling without world modelling.
However, the system can in principle be
implemented as a declarative knowledge base,
representing a less paradigmatic example of a
"behavioural system". The knowledge base can be
arbitrarily complex, since there is no limit to the
amount of knowledge about the spacecraft and its
world that can in principle be modelled. The
simplest usable solution is to code the procedural
knowledge expressed in the procedural algorithm
using a declarative representation language. This
will ensure that no knowledge is represented that
is not immediately relevant to the solution to the
arbitration problem, and avoids the circuspection
problem by implementing a behavioural goal
selection mechanism that does not depend upon
processing a world model. However, such a
“knowledge-based" solution is at least as complex
as the procedural solution, and will result in little
generality - it is very unlikely that any of the
knowledge will be reusable for any other purpose.

A declarative solution suffers from the robustness
problem of the procedural solution if it depends
upon a single inference process. Inference has the
further disadvantage of realising the procedural
algorithm in an inefficient and "unnatural” way as
a search pattern over the declarative model of the
algorithm. This inefficiency is avoided by



preunifying or compiling the declarative model
into a "flat" rule base that can be executed without
search, but at the expense of memory. The
declarative solution can then be used to address
some aspects of the robustness needed of the
control system. In particular, in mapping the
controller design onto available physical
processors, the natural modularity of the
declarative controller definition can be used to
adaptively remap control functions across
physical processors according to possible
competing demands for processors or variable
processor availability due to failures or power
limitations (Lindley, 1994).

This method can result in a graceful degradation
of temporal efficiency in controller execution with
decreasing total processing power, and allows the
executing controller to be completely rebuilt, if
necessary, at any execution cycle (with the loss of
some dynamic state information). In general,
critically diminishing processor power can be
managed systematically by eliminating control
functions from the "top down" in a layered control
system such as the subsumption architecture, thus
eliminating competencies in decreasing order of
criticality.

Deficiencies of this approach include the need to
maintain a robust and reliable copy of the
declarative definition of the control system, and
the need for a robust and reliable monitoring and
remapping process. The proposed solution is
therefore not a general one, since the problems of
robustness and reliability are shifted onto those
features of the system designed to address the
reliability and robustness of the executing
controller.

For the proposcd strategy to avoid endless
regression, it is necessary to reach a point of
control design that is intrinsically robust and
reliable. If intrinsic techniques for achieving
robustness and reliability can be defined,
parsimony suggests that those techniques should
be built into the initial model of the autonomous
control system, rather than any level of meta-
interpreter. It is the search for intrinsic reliability
and robustness that leads to behavioural
implentation strategies. As suggested by Lindley
(1994), a behavioural control model can be
specified declaratively, and formal properties of
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the syntax can aid design integrity and support
verification. However, the use of declarative
specifications is neutral in regard to other general
characteristics of a design, and adds little to the
search for principles of intrinsic robustness.

Desien #3: A Sul on]

Taking the basic sequence of operations defined
in the procedural algorithm as a sequence of
behavioural components, and allowing the
messages passed between behavioural
components to include lists of complex data items,
the procedure can be represented as a behaviour
network in the graphical notation used to describe
layers of the subsumption architecture, as shown
in Figure 2.

In this Figure, list-valued messages are
represented by bold arrows. Each box represents a
transformation of the data content of the messages
passed by input arrows into the box to the data
content of messages passed by output arrows. The
function and result of the algorithm expressed in
this form are the same as in the procedural
algorithm. The only substantial change from the
procedural algorithm is that instead of iteratively
applying the sequence of operations to each
command in turn and testing for the best
command so far on each iteration, a single
sequence of operations is used with each
intermediate step in the sequence receiving a list
of commands as its input, performing an operation
on the list, and producing a new list (and/or single
command) as its output. The network is activated
once per control cycle, where the inputs
(represented by elliptical sensor signal sources)
are fixed (sampled) at the start of each cycle and
the cycle time is long enough for the outputs
(represented by elliptical actuator signal sinks) to
stabilise by the end of each cycle.

Advantages of this version of the emergent
planning and scheduling competency include
those of the procedural algorithm, that is,
simplicity and computational complexity that is
linear in the number of commands. Additional
advantages that might follow from
implementation as a single level of a subsumption
architecture using the mechanisms described by
Brooks (1986), but excluding the general
advantages of behavioural systems, include:



- each block in Figure 2 can be implemented as
an augmented finite state machine (AFSM),
minimising the complexity of its
implementation

- blocks intercommunicate asynchronously,
thereby simplifying their interfaces

- each block can be implemented as a separate
physical process, thereby improving the
robustness of the network against processor
failure

The primary disadvantage of this model is that

post new
CREC command goal store command
CREC goals

this deficiency, but only at the cost of the
regression of the robustness requirement
(beginning with the remapping process), as in the
case of knowledge-based inference processes. The
basic subsumption mechanisms as described do
not provide intrinsic robustness and fault-

tolerance.

Design #4: Distributed [

A major characteristic contributing to the
robustness of a system is that incremental physical
element failures merely degrade overall
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each block is critical to the correct operation of
the overall competency, so the failure of a block
(or its physical processor) will result in the failure
of the competency. Remapping functional
components (ie. blocks) to processors can redress

Figure 2. A subsumption level.

cmd
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performance. A first step

50

nanc towards this
characteristic is to distribute data structures across
multiple hardware components. The list-
processing functions of the subsumption layer
shown on Figure 2 accept lists as input messages

[ P R |



and/or generate lists as output messages. A more
robust approach would be to carry out the
sequence of operations using a separate data
structure to represent each command. The
transformations carried out by the operations can
be represented as a sequence of transformations of
the state of each command structure, until the
final selection of a command for execution. This
approach is modelled on Figure 3.

Posting new goals is assumed to be asynchronous,
although only goals that are present at the
beginning of a control cycle are processed within

global memory area that is dynamically mapped
onto multiple, modular -hardware memory
elements by the post_new_command goal
component. The wide arrows on Figure 3 indicate
multiple independent data paths, and the double-
headed paths indicate bidirectional transfer.
Actual data transfer for each operation may be
parallel or sequential. In the case of parallel
transfer, each functional block acts as an SIMD
(Single Instruction Multiple Data) processor,
speeding up execution of the function. If data
transfer is sequential, each block functions
iteratively like the blocks of the subsumption

enable
eligible @ (CREC )
commands
y
Ppost new 10
command goal
delete execute delete
datacmd | data commands l CREC
| cMsorY T Il @ .
done
execute delete CE
data command calculate X command goals :
CID command values Q_b l.n
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cmd - _l" -CMS_OP
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Figure 3. Controller with distributed data.

that cycle. The procedural sequence is then
implemented beginning with the enable eligible
commands function, with each subsequent
function being initiated by the "done" message
from the function preceding it in the sequence.
The command goals themselves are held in a

layer described in Design #3, but iterating through
transformations of shared data structures, rather
than processing separate lists.

Each command data structure can be mapped onto
a single physical memory unit (or n command
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structures can be flexibly mapped onto m physical
memory units), so that failures of physical
memory units result in a degradation of
processing or storage capacity, but do not result in
complete loss of functionality. The loss of
memory units must be detected by the
post_new_command_goal component, and that
component then assigns new goals to the
remaining memory elements. The only loss
incurred by the failure of a working memory
component is the current set of goals stored by
that component. This distributed data solution has
superior robustness to the preceding design
solutions, but still has no intrinsic robustness
against failures of transformational modules.

ign #5: Distri ta and Di

CREC 1
post new
command goal [CREC CREC
command goals

evaluation functions to be embedded in an
iterative algorithm. A simpler solution is to
combine the functions into a monolithic goal
arbitration module, as shown on Figure 4. Goals
can be presented to the network in parallel. While
the number of any given goals at any particular
time is variable, that number is always in a range
from zero to a fixed upper bound (as limited by
storage space). The network can be designed for
the maximum possible number of goals, with
unused inputs assigned to null values and their
associated goals having zero probability of
selection.

This design will allow distributed data storage and
distributed functionality, supporting robustness
against hardware loss in both cases by the
association of particular data structures and
particular connectionist nodes (or sets thereof)

L CRECL.L' N
@
arbitrator N

)

remove goal

(scay)

level 7 1 ‘{
level 1

Ear charge_needed

Figure 4. Distributed data with a monolithic arbitrator.

One method of achieving distribution of
functionality is by implementing each functional
module of the emergent scheduling algorithm as a
connectionist network. That is, the transfer
function implemented by the module can be
implemented as a multi-layer network having an
input layer for the inputs to the module, at least
one hidden layer, and an output layer. Robustness
is achieved because such networks are, in
principle, highly tolerant of the loss of
intermediate layer nodes. Iterative applications of
the basic operations would require connectionist
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with different physical units. Hardware
component failure will degrade performance, but
will not immediately halt functionality unless a
critical number of components are incapacitated.
The detailed degradation characteristics for the
goal selection task are currently unknown.

This form of solution may be the most robust
considered here. The primary disadvantage of this
approach is the need to create the weighted
network of the arbitrator. A learning network
could use a database of examples to learn from, if



available, or could learn in real time if a suitable
reinforcement signal can be defined. The
feasibility of this approach is a subject of ongoing
research. A more desirable solution would be to
derive a robust definition of the network from a
formal specification of the transfer function that it
is to implement.

Design #6: Distributed Obiccts/A

The final design option considered here is that of
integrating data and functionality into discrete
computational "objects", each of which represents
a particular goal, and each of which can be
allocated to a dedicated physical computational
component. "Posting" a goal is then a matter of
instantiating a goal object, based upon a common
class or subclass (according to command type)
definition but with particular characteristics
defined by data unique to that command instance.
Each goal has functionality for calculating its own
activation level, based upon sensor inputs, state
variables from other competency levels, and its
own data values. Sensor inputs and state variables
define a virtual environment within which goals
compete for execution. The final selection is
based upon the overall activation value of each
separate goal, and so is a very simple mechanism
that can be made robust by redundancy. If a
hardware component is lost, the goals that depend
upon that component will be lost; all other goals
within the system will persist, with their own state
and functionality intact.

A serious disadvantage of this approach is the
need to robustly maintain a prototypical object or
class definition, and a robust instantiation
mechanism. This results in a similar regression of
the robustness requirement to that seen in the case
of a declarative solution (Design #2 above). A
strategy for reducing this regressed requirement
might be to reduce object functions to a more
primitive set of operations, with overall goal
_selection occurring as an emergent phenomenon
of the primitive interactions of goal objects. This
is an area of ongoing investigation.

There are many ways in which a fully distributed
system might be defined, based upon an object
analogy, or upon analogies of processes or agents.
Each analogy emphasises different aspects of the
behaviour and interaction of goals within the
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system. Clarifying the variety and respective
merits of distributed approaches are important
themes of ongoing research.

Conclusion

This paper has described an approach to the
autonomous on-board scheduling of spacecraft
payload operations, based upon behavioural action
selection and upon processing plans as
communications. Several variations of the action
selection mechanism have been described and
evaluated comparatively in terms of robustness
against hardware component loss. It has been seen
that increasing the distribution of data and
functionality can provide greater robustness,
validating behavioural approaches to artificial
intelligence that seek greater overall functionality
and robustness via low level distributed functions
that do not rely upon high level representation
models. Designs that minimise representation and
distribute both data and functionality have the
greatest potential robustness, and manifest the
most distinctive features of behavioural systems.

The spacecraft model and control designs
described in this paper are simplified in a number
of ways. Detailed protocols for modelling
possibly sequential input of formatted sensor
values are not considered. The applicability of on-
board image compression has not been considered
in detail, although compression could yield
substantial benefits in increasing virtual storage
capacity and data throughput. It is assumed that
FDIR functions are carried out within the level 5
competency (Acquire, Condition, and Downlink
Instrument Data); without a detailed model of that
level, the integration of operational planning and
scheduling with FDIR functions is not clearly
defined. This paper has not considered
downlinking the contents of the command
database to users, acknowledgement of command
execution, or elimination of commands that
cannot be executed. Finally, the quantisation of
input and output variables is not considered, either
in_the definition of those variables or in the
definition of functions that accept or define them,
respectively. These simplifications are used to
clarify the central issues in developing a
behavioural control system for the autonomous
scheduling and planning of user services, and do



not invalidate the overall analysis or conclusions
obtained.

Current work is addressing the validation of the
goal selection mechanisms in a spacecraft
simulator, and the development of a more rigorous
and quantitative characterisation of the merit of
the different goal selection systems, accounting
for their overall complexity in addition to their
robustness. Ongoing research is extending this
work to determine how greater levels of autonomy
and robustess can be achieved by incorporating
methods for learning, adaptation, and self-
organisation into behavioural systems.
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Abstract

A constraint-based scheduling system called SPIKE is used to create long-term schedules
for the Hubble Space Telescope. A meta-level scheduler called the Criterion
Autoscheduler for Long range planning (CASL) has been created to guide SPIKE's
schedule generation according to the agenda of the planning scientists. It is proposed that
sufficient flexibility exists in a schedule to allow high level planning heuristics to be applied
without adversely affected crucial constraints such as spacecraft efficiency. This
hypothesis is supported by test data which is described.

1. Introduction

The scheduling of the Hubble Space Telescope (HST) is complex and involves many
software systems. A long range planning system called SPIKE is integral to the process.
Recently, SPIKE has been augmented with a new subsystem for the following reasons:

1. The planning scientists (who use SPIKE) were not able to make important changes to
the behavior of the scheduling system without requesting that software developers
effect code changes.

2. A set of scheduling rules that was provided by the scientists could noteasily be encoded
in the scheduler. Expert system technology was proposed as a way to give users
control over the scheduling process.

The Criterion Autoscheduler for Long range planning (CASL) has been implemented to
satisfy these requirements. An expert system methodology called functional knowledge
representation (Lucks, 1992) has been implemented as a generic shell called the multiple
criterion network (MCN). MCN uses criteria and knowledge functions which are defined
here:

Criterion: A problem solving heuristic that is associated with some aspect of the domain.
CASL employs scheduling criteria such as " Attempt to schedule observations as early
as possible.”

Knowledge Function: A class of operator that transmutes application data into numeric
scores. The mappings are criterion-specific and explicitly stored in the knowledge
base.
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These concepts are described in detail in later sections. CASL is the focus of this report
and experiments with CASL are described and results are presented.

2. Description of the HST

NASA's Hubble Space Telescope (HST) is an orbital observatory that was launched by the
Space Shuttle Discovery in 1990 and successfully repaired in December 1993 by the
Endeavor crew. The success of the "First Servicing Mission" should restore HST optics to
original specifications and improve its ability to do high quality science.

The Space Telescope Science Institute (STScI) is responsible for managing the ground-
based scientific operations of HST. Proposals (i.e., experimental programs) are submitted
to the Institute and are processed by a series of software programs. The results are sets of
spacecraft commands which (ideally) produce image data that is returned to the STScI for
further processing and archiving. For more details about HST, see Hall 1982.

3. Conceptual Description of the HST Scheduling Process

The scheduling problem has been divided into discrete layers of logic. The layers can be
briefly described below. Several of these layers will be discussed in detail in a later
section. The following list is in order of increasing abstraction from the spacecraft.

e An instrument on the spacecraft is commanded to expose a photosensitive element to
light.

« The commands are derived from a micro-scheduled calendar created by astronomers using
the Science Planning and Scheduling System (SPSS).

o The Long Range Planning (LRP) system operates on one year time intervals. The time
resolution of the LRP is currently one week. The set of observations assigned to one
particular week of a completely scheduled LRP are communicated to SPSS.

The long range planning process has the following logical layers:

« At the lowest level is a constraint analysis system, called Micro-SPIKE, that provides
information such as "When is the observation's target visible to HST?" and "Since
observation B must be after observation A, when is it legal to observe B?"

« The next higher layer is the Constraint Satisfaction Problem (CSP) system which
provides a workbench for searching for a feasible set of assignments of observations to
time slots. The CSP employs Micro-SPIKE to answer what if questions such as the
aforementioned. R

« At the most abstract layer, CASL employs the CSP system and its utilities to create an
LRP that satisfies both the physical constraints of the spacecraft and the practical
realities of the planning scientists.

4. The Scheduling Sequence

In this section, the méjor steps in the scheduling of HST proposals is described. Later
sections will discuss the CASL Long Range Planning strategy in detail.
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4.1. Proposal Creation

An astronomer currently creates a proposal that takes, as its initial form, a text file
containing definitions of targets (objects to be observed), exposures (the images to be
taken), and special requirements (constraints on exposures). Syntax checking is done via
distributed software tools. The proposal is sent to the STScI where it is submitted to an
analysis and correction process called proposal preparation. This process creates
scheduling units (SUs) which are collections of exposures organized by a complex set of
rules. The role of SPIKE is to place SUs on a long range plan that spans many months.

The proposal preparation phase includes running portions of the SPIKE software that
check important proposal aspects such as violation of HST pointing restrictions (e.g.,
"Allow no pointing that is within 50 degrees of the sun.") and schedulability (e.g., "The
AFTER constraint causes the linked exposures to have no legal scheduling windows").
The principle goal of preparation is to provide planning personnel with a proposal that will
schedule without constraint violations "in isolation."

4.2. Long Range Planning

When a large fraction of proposals have been prepared, the Long Range Plan (LRP) is
created. The LRP spans approximately a year and consists of week-long time segments.
The main difference between preparation and planning is that the proposals must, in the
context of the LRP, compete for resources such as available spacecraft time.

4.2.1. The Constraint Based Scheduling System

The SPIKE system has a subsystem called micro-spike that is used to analyze absolute
constraints ("Don't point at the moon") and relative constraints ("Schedule SU A after SU
B"). This section discusses how it operates.

SPIKE represents scheduling information primarily using the suitability function. The
suitability function is a means for representing scheduling constraints and preferences
(Johnston, 1990). The approach provides a way to represent the concept of “goodness
over time.” Suitabilities (in this discussion) are in the real numbers and range from zero to
one where zero means unsuitable and one means nominally suitable. The encoding of a
suitability function is via a piecewise constant function (PCF) which is a list of time/value
pairs. For example, if one determines that the sun is blocking the view of a target from the
first segment of our plan up to, but not including, the fifth segment (when the target
becomes visible), a PCF representing this would appear as follows: (1 0 5 1).

For an SU, absolute constraints are computed and represented as suitabilities. The
following list enumerates some of these:

Solar Exclusion: Allow no point that is less then 50 degrees from the sun.

Orbital Viewing: Determine first whether there is available viewing time (i.e., that the target
is not occulted by the earth) and if so how much. The suitability for a specific time period
will be inversely proportional to the number of orbits required for the SU's component
observations.

Micro-SPIKE supports relative constraints via a constraint propagation algorithm.
Informally, let A and B be SUs. Let abs(A) represent the combined absolute constraint
suitabilities of A and after(A, B) represent the constraint that B must be scheduled after A.
Micro-SPIKE computes the effects of abs(B) and after(A, B) deriving a new suitability for
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B that upon combination with abs(B) produces a new suitability for B. Arbitrary relative
constraint networks are supported and so the algorithm iterates until no further changes in
suitability (for any SU) is detected. See Miller (1988) and Sponsler (1991) for a more
complete description.

In the SPIKE domain scheduling is treated as a constraint satisfaction problem. Such
problems are known to be NP-complete (Garey, 1979) and so the exhaustive traversal of
the entire search space is not computationally tractable if the number of SUs is large.

4.2.2. CSpP

Another SPIKE subsystem called the Constraint Satisfaction Problem (CSP) system can be
considered an general purpose problem solving engine.

In the context of HST scheduling CSP provides a workbench for searching for feasible
LRPs (fully committed with no constraint violations). The SPIKE CSP system performs
the following:

» Communicates with the Micro-SPIKE software to obtain data about constraints (e.g., if
an SU is planned in a specific time segment, how does this affect related SUs?).

* Supports a framework that records static preference values for each SU/segment pair.
Preference is (currently) defined to be the integral of the suitability function for a discrete
time segment and so collapses a complex description to a single value.

* Supports a mapping from SU/segment pair to a count of constraint violations (called
conflicts). This count provides information that not only describes where constraints are
violated but also how many violations have occurred.

* Provides the capability to commit SUs to time segments. A fully committed CSP
represents a complete long range plan. The action of commitment causes Micro-SPIKE to
be consulted such that other SUs (related by relative constraints) may acquire new conflicts
in certain segments).

* Tracks resources for each time segment. When all resources for a segment are consumed,
a conflict is logged for all other SUs thereby communicating the undesirability of that
segment for further commitments.

Minton (1992) found that heuristic algorithms (including max preference min conflicts)
could be used to solve CSP problems effectively. In the context of HST, by iteratively
searching for SU/segment pairs that maximize suitability and minimize constraint
violations, good schedules result.

4.2.3. Meta-Scheduling

The max preference algorithm has been effective in supporting HST scheduling. However,
the STScl personnel who employ SPIKE to create LRPs requested that the software
provide another (more abstract) layer that would support important constraints provided by
the planners themselves. For example, the constraint to schedule SUs as early as possible
does not have a physical basis. It is important, however, because the near-term portion of
an LRP should be as fully packed, with respect to available spacecraft resources, as
possible.

60



The request for such software by the planners catalyzed the design and implementation of
the Criterion AutoScheduler for Long range planning (CASL) which is the subject of this
report. CASL is described in detail in later sections.

The resource constraint levels for the LRP are set to greater than 100% in order to provide a
larger pool of SUs for micro-scheduling. This oversubscription is intended to compensate
for the fact that certain SPSS scheduling constraints are not encoded in SPIKE currently.
If, therefore, certain commitments are incorrect, the larger pool provides SPSS with
alternative SUs.

4.3. Micro-schedulihg

The final step in proposal processing, at the STScl, is accomplished by SPSS. The SUs
committed to one week time segment in the LRP are communicated to SPSS operators who
micro-schedule them very precisely on a calendar (a data structure that represents a time
line). Upon completion, this calendar is converted into a sequence of spacecraft
commands.

5. The Multiple Criterion Network Expert System Engine

An expert system technology called the multiple criterion network system (MCN) has been
developed. MCN is based on functional knowledge representation which has been applied
previously in two other systems (Lucks, 1992 and Lucks, 1990).

Several terms are now defined informally. The MCN score is a numeric value in the set of
real numbers ranging from zero to one. Conventionally, a zero score is interpreted as poor
and a unit score as good.

CASL computes a score that describes how well an SU
schedules in a specific time segment. If the score is
zero, then the fit is poor.

The MCN criterion is domain-specific and degmed an important attribute of the problem
being solved by the expert and so is required information concerning the decision making
process.

For example, in CASL, scheduling an SU as early as possible
is a criterion.

This technology provides system builders with the following capabilities:

i. The ability to store expert knowledge in the form of knowledge functions which are
domain-specific and which calculate numeric scores (real numbers in the range from ()
to 1).

ii. The ability to explicitly declare mappings from raw scores to more refined scores. These
knowledge mappings clarify the decision making calculations for knowledge engineers
and users alike.

iii. The ability to define the way scores are accumulated into a single score via an
aggregation function.

These capabilities support trade-offs between competing criterion in an automated decision
support system. The components of MCN are described in the following sections.
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5.1. The Knowledge Functions

The knowledge function is a program which encodes expert knowledge about the domain.
Each function either produces a numeric score or maps one score to another. There are
four types of knowledge functions in the MCN model. They are described below.

5.1.1. Measurement Functions

The measurement function is the initial source of data in the MCN model. This function is
the point where the application information about a specific criterion is accessed directly
and converted to a measurement value. This value is not required to be a score and in fact
may be quantitative or qualitative.

CASL's earliest criterion measurement function maps (for
example) to a measurement value of 0.085 (i.e., the
temporal offset of a time segment with respect to the
entire schedule). Another criterion, preference (i.e.,
static goodness of fit) might produce a value of 50 (where
the maximum is 100).

5.1.2. Intensity Functions

The intensity function is defined as a mapping between measurement value and the intensity
value which is required to be from zero to one. This mapping is a normalization of criteria
to a single scale and may be any arbitrary function. The intensity value conventionally is
not interpreted as good or poor.

The earliest criterion measurement of 0.085 maps to an
intensity of 0.915 (the mapping is simply the additive
inverse). The preference intensity for 50 is 0.50.

5.1.3. Compatibility Functions

The compatibility function maps from intensity value to compatibility value. This mapping
can be any function and must be specified by the knowledge engineer with expert guidance.
There are two important attributes to this mapping:

1. This compatibility value conventionally uses the classic 0.0 = poor and 1.0 = good
meaning.

2. The mapping also provides a way to adjust the relative power or importance of the
criterion. An intensity value may be either tempered or amplified by this mapping to
diminish or increase its importance with respect to other criteria.

In CASL, a simple weighting scheme is used for this mapping. The weight is applied as
follows. Let w be the weight, m be the maximum intensity value, and v be the intensity
value. Computation of compatibility is performed by this formula: m - (w* (m - v)).

The earliest criterion maps (by application of weight =
0.5) from intensity 0.915 to a compatibility value of
0.941. The preference value maps (with weight = 1.0) from
intensity 0.5 to a compatibility value of 0.5.

62



5.1.4. Aggregation Function

The aggregation function maps from the compatibility value to the aggregation value which
is the final score of the network. In the functional knowledge representation technology,
an augmented decision tree (and/or graph) is used to compute the score from the individual
criteria. The augmentation includes other functions that may be defined by the engineer.
These are described in Lucks, 1992. MCN employs a single function (e.g., multiply) to
perform the aggregation.

Aggregating all criteria for a specific SU/segment pair
yields a value of 0.211. One can select the segment with
highest score as the winning match where the SU can be
scheduled.

5.2. Parallel Observations Matching System

The Space Telescope is capable of executing observations in parallel provided a set of
restrictions are satisfied (e.g., the same instrument cannot be used in parallel with itself).
Functional knowledge representation has been applied to the problem of matching pre-
defined parallel scheduling units with standard SUs (see Lucks, 1992). A large pool of
such parallel SUs must compete for scheduled SUs. This system, the Parallel
Observations Matching System (POMS), is in operational use at STScI.

6. CASL Architecture

The CASL system employs MCN technology to direct the LRP generation. Specifically,
the aggregation decision tree is replaced with a simple combining function (the multiply
function, for example). The function of CASL is to create Long Range Plans for HST that:

* do not violate constraints

* maximize the suitability of all commitments

* satisfy the planning goals of the LRP planners

The CASL system requires that prepared proposals be loaded into a CSP Scheduling
System which provides the workbench upon which the expert system operates. There are
two main phases to the application of CASL. They are described below.

6.1. Prioritization Phase

The prioritization phase of CASL is responsible for analyzing each scheduling unit using
MCN techniques to determine the order by which SUs are placed on the schedule. This
ordering does not specify the time ordering on the resulting schedule. A subset of the
criteria used are described below:

Absolute Time Windows (ABSOLUTE). Characterize an SU based on the amount of time
that is available to it based on its absolute constraints.

Relative Timing Links (RELATIVE). Characterize an SU based on the number of relative
constraints that are attached to it.

Proposal Completion (COMPLETION). Consider a proposal and its component SUs. The
fraction of SUs that have been scheduled by SPSS is used to compute the completion
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measurement function. The priority of an SU (with respect to this rule) is proportional
to the fractional completion.

The ordering is done based on the aggregate score for each SU. The SU with the highest
score (i.e., has the highest priority) will be placed on the plan first.

6.2. Autoscheduling Phase

The next phase of the CASL algorithm is the actual scheduling. An SU is selected from the
sorted list and is analyzed with respect to all week-long time segments in the scheduling
interval (which can span a year or more).

6.2.1. Time Segment Selection
Some of the criteria used to select a time segment for each SU are described below:

Min-Conflicts (CONFLICTS): This criterion will select for segments that have few or no
conflicts.

Max-Preference (PREFERENCE): This criterion will select for segments that have the
highest preference value.

Earliest-Segment (EARLIEST): This criterion will tend to place commitments earlier on the
schedule if possible.

Minimize-Proposal-Spread (SPREAD): This criterion will tend to keep SUs from the same
' proposal together on the schedule.

Level-SU-Duration (DURATION): This criterion will tend to place SUs into segments that
have less SU Duration resource consumed.

Prior-Commit (PRIOR): This criterion attempts to preserve pre-existing commitments.
Periodically, the LRP must be regenerated due to feedback from the micro-schedule,
changes in spacecraft status, etc. This criterion attempts to preserve old LRP state by
biasing for selection of segments previously selected.

Group-Instruments (GROUP): This criterion attempts to commit SUs with the same
science instrument (SI) into the same segment. It determines an SI frequency
distribution of the instrument for the SU and this becomes the score. For example, if
the SU under study uses the Faint Object Camera (FOC) and the distribution of FOC in
the segment is 0.70 then that is the score (since it is fairly good score the segment will
be attractive for commitment).

Continuous Viewing Zone (CVZ): The measurement function for this criterion determines
whether the SU is a candidate for the CVZ which is a period of time (usually a few
days) when the target is not occulted by the earth. Scheduling SUs in the CVZ
improves the efficiency of spacecraft operation.

Random-Choice (RANDOM): This criterion should be used only when the autoscheduler
is to be executed several times in order to search for relatively better plans. It injects an
element of chance into time segment selection thereby allowing schedules to differ. The
associated criterion weight specifies the degree to which randomness is inserted.
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Table 1. This table provides example data for one SU/segment pair. Only a subset of the
criteria is displayed. The aggregate score for this set of criteria is: 0.211.

Criterion Measurement Intensity Weight Comgatibilitz
CONFLICTS 0.000 1.000 1.000 1.000
PREFERENCE 50.000 0.500 1.000 0.500
SU DUR 0.422 0.578 0.600 0.747
EARLIEST 0.085 0.915 0.500 0.941
SPREAD _ 8.500 0.200 0.500 0.600

In Table 1, the EARLIEST criterion has a measurement value of 0.085 (i.e., the week
under analysis has an offset that is 8.5% of the scheduling interval and therefore very
early). Normalization by the intensity function produces an intensity value of 0.915 (which
is good). The weight of 0.5 reduces the effect of the criterion producing a compatibility
value of 0.941.

6.2.2. Commitment

The result of the time segment selection process is the selection of the week that has the
highest aggregate score. The SU is then committed to this week. This action produces the
following side effects:

i. Constraint propagation is performed to determine the effect of the commitment on other
SUs that are linked (via timing constraints) to the committed SU. ,

ii. For such a linked SU, conflicts accumulate for any week that has become unsuitable
based on constraint propagation. '

iii. The committed SU consumes some portion of available resource constraints.

iv. SUs that are yet to be analyzed will be affected by the change in conflict counts and
resources.

7. CASL Behavior
In the following sections, CASL experimental data are presented and described. An
informal Meta-Scheduling Hypothesis for these experiments is as follows. Let schedule

quality be defined as average preference for all commitments. Preference takes into account
the physical and proposer constraints on the SU.

Sufficient flexibility exists in the placement of scheduling units such that a meta-scheduling
agenda can be followed without sacrificing schedule average preference.

The scheduling units, criteria, and weights in these studies have been obtained from the
operational database currently in use by HST planners.
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7.1. The Cycle 4 Long Range Plan

The Cycle 4 Proposal period extends from January 1994 (following the First Servicing
Mission) to June 1995. For this report, 994 scheduling units from 281 proposals were
automatically scheduled into 78 week-long time segments using CASL. This dataset has
the following attributes:

e It is not randomly generated and therefore cannot be considered a general purpose
benchmark dataset. This dataset may not adequately exercise CASL.

« The dataset contains a 4944 SU to SU timing links which make scheduling difficult.

« The pool represents a subset of the complete set of Cycle 4 SUs because the proposals
have not been completely prepared.

o The resource ceilings are very high (approximately 200%) compared to the actual
available time. This is unrealistic but does not really effect the outcome of the
experiments.

The descriptions below include unit tests on several criteria and tests done on the integrated
criterion set.

7.2. Criterion Unit Tests

In each of the following tests, the max preference and min conflicts criteria were in effect
and set to a unity weight. The Meta-Scheduling Hypothesis proposes that meta-scheduling
criteria (such as earliest) can be applied without violating the preference requirement.

The data format of the following tables is as follows:

Spread: Let n be the number of proposals, last-su; be the latest commitment date of all SUs
in a proposal, and first-su; be the first commitment date of the same proposal. Spread is

n
Z last-su;-first-su;

defined as: =1

n

Spread SD: This is the standard deviation (in weeks) for proposal spread. This gives an
indication of how each proposal varies from the sample mean spread.

Completion: This is the number of SUs committed divided by the total.

Offset: For each proposal a mean offset (segment of commitment/total segments) is
determined. This value is the mean of all mean offsets and provides a measure of when
the proposal was scheduled relative to the entire schedule. This attribute is directly
affected by the earliest criterion.

SU Dur Mean: This is the mean amount of available SU Duration resource consumed for
all weeks.

SU Dur SD: This is the standard deviation of the SU Dur Mean. A value of 0.0 would
indicate perfectly level consumption. This attribute is directly affected by the level su
duration criterion.
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Pref: Let n be the number of SUs and nt(SU;) be the percent of maximum preference for

3 ®(SUi)

the ith SU. Pref is defined as FIT

Orbits-Min: This is the number of spacecraft orbits consumed by the schedule minus the
theoretical minimum number of orbits. An SU may consume a different number of
orbits at different times of the year due to variance in target viewing times. The optimal
value for this measure is zero. It should be noted that CASL does not explicitly operate
on this attribute and so no attempt is made to minimize changes to it. Preference
references this information implicitly along with many other aspects of target viewing.
Note that the schedule minimum orbits is equal to 2432 and that an Orbits-Min value of
100 represents 4% difference from the optimal.

The proposal spread criterion was tested with weights of 0.0, 0.1., 0.5, and 1.0. There
results are in Table 2.

Table 2. This table contains data obtained from unit tests of the proposal spread criterion
which tends to keep the SUs from a given proposal together.

| Auribute Wt =0.0 0.1 0.5 1.0
Spread 14.4 11.2 8.0 5.7
Spread SD 18.8 16.0 13.3 10.4
Completion 0.71 0.71 0.71 0.71
Offset 0.86 0.87 0.87 0.87
SU Dur Mean 0.46 0.45 0.45 0.45
SU Dur SD 0.25 0.22 0.23 0.23
Pref 0.99 0.99 0.98 0.95
Orbits-Min 91 99 104 104

The average Spread was decreased from 14.4 to 5.7 weeks (a 60% change) and the Spread
SD decreased by 45% while the Pref value changed by only 4% and the Orbits-Min value
change by 14%. These data indicate that this criterion can cause an improvement to a
schedule without disrupting the crucial Pref value.

A second criterion, Level SU Duration, was analyzed in the same manner and the results
are recorded in Table 3.
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Table 3. These data were obtained from unit tests of the Level SU Duration criterion.

Auribue  |Wt=00  Jo.1 0.5 1.0

Spread 14.4 16.2 16.5 17.2
Spread SD 18.8 18.8 19.0 19.4
Completion | 0.71 0.71 0.71 0.71
Offset 0.86 0.89 0.88 0.88
SU Dur Mean |0.46 0.46 0.46 0.46
SU Dur SD__|0.25 0.11 0.09 0.08
Pref 0.99 1.0 0.99 0.98
Orbits-Min___ |91 102 105 109

The SU Dur SD decreased from 0.25 to 0.08 (a 68% change) while the Pref value changed
by only 1% and the Orbits-Min value change by 20%. These data indicate that this
criterion can cause measurable changes to a schedule without disrupting the crucial Pref
value.

The Earliest Criterion

The Earliest criterion was tested in a context that contained only the preference and conflicts
criteria and the results are illustrated in Figure 1.

The behavior of the criterion is apparent in that 100% of the SU Duration resource is
consumed in the early segments (§.g., 94.031) and decreases to 0% in the final segments
(e.g., 95.065).

The Level SU Duration Criteri
The effect of the Level SU Duration criterion on the LRP can be seen in Figure 2 below.

In Figure 2, the peaks and valleys for SU Duration are tempered by the criterion's effect.
The minimum and maximum values for the control LRP are 9% and 100%. The minimum

and maximum for the criterion are 33% and 80%. It should be noted that if the preference
and conflict criteria were inactivated, the bold line in Figure 2 would be flat.

7.3. Integrated Tests

In the integrated tests, a subset (Preference, Conflicts, Earliest, Spread, and Level
SU Duration) of the criteria were activated and given the weights used operationally at
STScl. Figure 3 illustrates some of the calculations used for time segment selection for one
scheduling unit. Since no conflicted commitments are permitted, this criterion is omitted
from further discussion.
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Figure 1. The bold line represents the LRP when the Earliest Criterion is set to weight of
1.0 compared with the control LRP that is scheduled with only Max Preference and Min
Conflicts. An earliest week bias exists in the control LRP because the weeks are analyzed
chronologically.
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Figure 2. The control LRP is compared with an LRP with the Level SU Duration criterion
applied with weight 1.0 (the bold line).
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Figure 3. Four criterion compatibility values and the aggregate score (the product) for one

scheduling unit are plotted as a function of time segment.

Figure 3 shows how the dominant Preference criterion has its highest value (0.5) in several
different weeks. The score reaches its most favorable at 94.101 when the secondary
criteria (Earliest, Spread, Level SU Dur) each contributes positively. These criteria can be
considered tie-breakers and it is the presence of several weeks that have equally high
Preference that allows the meta-scheduling criteria to take effect.

8. Discussion

CASL has demonstrated usefulness in generated long range plans for HST and the tests
described in this report indicate a good capability in tailoring a plan according to specific
high-level goals. Several important issues are discussed here:

1. Support for the Meta-Scheduling Hypothesis exists in the tests described. A
mechanism has been implemented that can improve important scheduling criteria
(earliest, su duration, etc.) while producing minimal changes to the average preference
of SU placement.

2. CASL currently has a Random Criterion which can introduce non-determinism into the
algorithm. Running the algorithm with this criterion activated will generate different
results possibly finding better overall solutions. Traub (1994) states that "with a
random selection of points, the computation complexity is at most on the order of the

reciprocal of the square of the error threshold (1/€2)." Testing the usefulness of this
criterion is planned.
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3. Complex aggregation function is missing. The aggregation of compatibility values by a
single function was adequate for CASL. However, a decision tree is a more powerful
means of exactly specifying how scores combine.

4. The MCN system is a shell and therefore can be applied to other applications.
Currently, there are a number of potential candidates for such application including the
intelligent combination of constraint PCFs.
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Abstract
An observing program on the Hubble Space Telescope (HST) is described in terms of exposures
that are obtained by one or more of the instruments onboard the HST. Many requested exposures
might specify orientation requirements and accompanying ranges. Orientation refers to the
amount of roll (in degrees) about the line of sight. The ranges give the permissible tolerance
(also in degrees). These requirements may be (i) absolute (in relation to the celestial coordinate
system), (ii) relative to the nominal roll angle for HST during that exposure, or (iii) relative (in
relation to other exposures in the observing program).

The TRANSformation expert system converts proposals for astronomical observations with HST
into detailed observing plans. Part of the conversion process involves grouping exposures into
higher level structures based on exposure characteristics. Exposures constrained to be at
different orientations cannot be grouped together. Because relative orientation requirements
cause implicit constraints, orientation constraints have to be propagated. TRANS must also
identify any inconsistencies that may exist so they can be corrected. We have designed and
implemented an orientation constraint propagator as part of TRANS. The propagator is based on
an informal algebra that facilitates the setting up and propagation of the orientation constraints.
The constraint propagator generates constraints between directly related exposures, and
propagates derived constraints between exposures that are related indirectly. It provides facilities
for path-consistency checking, identification of unsatisfiable constraints, and querying of
orientation relationships. The system has been successfully operational as part of TRANS for
over seven months. The solution has particular significance to space applications in which
satellite/telescope pointing and attitude are constrained and relationships exist between multiple

configurations.
1 Introduction

This paper discusses the use of constraint satisfaction technology to solve the problem of
propagating constraints that determine the amount of roll of a spacecraft/telescope about the line
of sight. The solution is geared specifically to the needs of the Hubble Space Telescope (HST),
but is general enough to be useful for other satellite applications. Section 1 provides
introductions to constraint propagation, TRANSformation (the expert system within which this
problem is solved), and the problem domain. Section 2 describes the problem in detail and the
implications of this problem on the rest of TRANS. Section 3 discusses the solution that has
been incorporated within TRANS. Section 4 includes a small orientation constraint problem and
an enumeration of the important steps in arriving at a solution, Section 5 deals with
implementation and experience in running the system.
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1.1.  Constraint Propagation

A large number of problems in Al and other areas of computer science can be viewed as special
cases of the Constraint-Satisfaction Problem (CSP). The basic CSP can be formulated as follows
(Kumar 92): We are given a set of variables, a finite and discrete domain for each variable, and a
set of constraints. Each constraint is defined over some subset of the original set of variables
and limits the combinations of values that the variables in this subset can take. The goal is to
find one or more assignments of values to all variables that satisfies all the constraints. We
restrict discussion to CSPs in which each constraint is either unary or binary. These are referred

to as binary CSPs. !

A CSP can be solved using the generate-and-test paradigm. In this paradigm, all combinations of
variable instantiations are systematically generated and tested to see if any satisfy all the
constraints. Enhancements to this basic paradigm make it more efficient. For instance, in the
backtracking paradigm, variables are instantiated sequentially. If an instantiation violates any of
the constraints, backtracking is performed to the most recently instantiated variable that still has
alternatives available. Although backtracking is strictly better than the generate-and-test-method,
its run-time complexity for most non-trivial problems is still exponential. Thrashing, one of the
problems with simple back-tracking, can be attributed in many cases to the lack of arc
consistency (Mackworth 77). Arc-consistency algorithms have been studied in Mackworth 77,
Mackworth and Freuder 85, Mohr and Henderson 86, Han and Lee 88, Chen 91, Bessiere and
Cordier 93. In this scheme, constraints between different variables are propagated to derive a
simpler problem. In some cases (depending on the problem and the degree of constraint
propagation applied), the resulting CSP is so simple that its solution can be found without search.
Although any n-variable CSP can always be be solved by achieving n -consistency, this approach
is usually even more expensive than simple backtracking. A lower-degree consistency (that is,
K-consistency for K < n) does not eliminate the need for search except for certain kinds of
problems. In Jegou 93, the author uses the concepts of width of hypergraphs and hyper-X-
consistency to derive a theorem defining a sufficient condition for consistency of general CSPs.

Several CSP algorithms have been designed for space applications. In order to solve the HST
scheduling problem, which is a complex task where between ten thousand and thirty thousand
astronomical observations must be scheduled each year subject to a great variety of constraints,
Minton and Johnston 90 describe a heuristic repair method called Minimizing-Conflicts, that was
inspired by a neural network method described in Adorf and Johnston 90. Miller et al. 88,
describe temporal constraints in terms of suitability functions. The suitability function
framework has been used successfully as a basis for the SPIKE long-range scheduling system for
the HST, as discussed by Johnston and Miller 91. Gerb et al. 92, describe a method based on
suitability functions to represent temporal relationships, which is used within the
TRANSformation expert system for processing HST proposals.

1.2. TRANSformation - The Big Picture

The TRANSformation expert systetn (TRANS) converts Proposals for astronomical
observations with the HST into detailed observing plans. It encodes expert knowledge to solve
problems faced in planning and commanding HST observations to enable their processing by the
Science Operations Ground System (SOGS). Among these problems are determining an
acceptable order of executing observations, hierarchical grouping of observations to enhance
efficiency and schedulability, inserting extra observations when necessary, and providing

1 A CSP with n-ary constraints can be converted to an equivalent binary CSP (Rossi et al. 89).
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parameters for commanding HST instruments (Gerb 91). TRANS is currently an operational
system and plays a critical role in the HST ground system.

1.3.  The Domain - Controlling Spacecraft Roll

An observing program on the HST is described in terms of exposures that are to be obtained by
one or more of the instruments that the HST has on board. These exposures have characteristics
that are used by TRANS in its decision making. Many requested exposures might specify
orientation requirements. Orientation refers to the amount of roll (in degrees) of the spacecraft
about the line of sight. Orientation requirements are specified as ranges that incorporate
tolerances. These requirements may be (i) absolute (in relation to the celestial coordinate
system), (ii) relative to the nominal roll angle for HST during the exposure, or (iii) relative (in
relation to other exposures in the observing program). Constraints between exposures arise due
to (iii). These have to be propagated and the constraint network made arc-consistent before
TRANS makes its orientation-based decisions.

roblem - Orientation Constrain

As already pointed out in the previous section, there are three kinds of observation requirements
that an observer may specify for an exposure?2.

Absolute orientation requirements [(i) above] are of the form:

REQUIREMENT: A ORIENT 10 +/ 3D

EXPILANATION: The HST orientation for exposure A is to be within an interval of +7 and +13
degrees in relation to the celestial coordinate system.

Orientation requirements relative to the nominal [(ii) above] are of the form:

REQUIREMENT: X ORIENT 6 +/- 1D FROM NOMINAL

EXPLANATION: The orientation for exposure X should be within an interval of +5 and +7
degrees from the nominal orientation of the HST.

Orientation requirements that are relative [(iii) above] can be further sub-divided into the

following categories3:
REQUIREMENT: X SAME AS Y
EXPLANATION: An exposure X has to be at the same orientation as Y.

REQUIREMENT: A ORIENT 20 +/- 5D FROM B
EXPLANATION: A's orientation has to be at least +15 and at most +25 degrees from B.

TRANS organizes exposures into higher level groups for efficiency and schedulability. There
are several rules that are used to determine if two exposures can be grouped (or merged)
together. One of these states that two exposures that have a non-free orientation constraint
between them cannot be merged (a free constraint is one with a slack of 360 degrees - it has no
constraining effect). Hence, during the TRANS merging phase, TRANS needs a way to find out
about the existence of a direct or indirect (derived) constraint between any two exposures that are

2The inequalities of orientation angles and ranges arising from these requircments are stated in Appendix 1,

3The actual syntax for these requirements, as used in the Proposals is slightly different. In reality, the SAME AS
requirement can arise out of several different requirements.
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being considered for merging. A direct constraint between two exposures exists due to the
ORIENT FROM requirement. An indirect constraint between two exposures might come about
through constraint propagation. For example, consider the following requirements:

A ORIENT 20 +/- 5D FROM B (1)

B ORIENT -10 +/- 2D FROM C .(2)

This implies that there is an indirect constraint between A and C since they are both directly
constrained to B. The indirect constraint between A and C can be derived from (1) and (2) by
summing up the median values and ranges of the constraints between A and B (1), and B and C
2):

A ORIENT 10 +/- 7D FROM C --(3)

There may be more than one constraint between two exposures. For example, in addition to the
indirect constraint between A and C (3), there may also exist a direct constraint of the form:

A ORIENT 15 +/- SDFROM C ..(4)

Now, the real constraint between A and C will have to be derived from (3) and (4). In general,
the real constraints between two exposures can only be ascertained after all direct and indirect
constraints between them have been considered.

Also, an observer may specify requirements that are inconsistent with each other. Consider the
requirements:

A ORIENT 20 +/- 5D FROM B (1)

B ORIENT -10 +/- 2D FROM C .(2)

A ORIENT -20 +/- SD FROM C .(5)

The direct constraint between A and C as a result of (5) is inconsistent with the indirect
constraint (3) derived from (1) and (2).

Another form of inconsistency is due to cyclic dependencies. Consider:

X ORIENT 10 +/- 2D FROM Y

Y ORIENT 12 +/- 4D FROM X

It is impossible to satisfy both requirements simultaneously. On the other hand, not all cyclic
dependencies are inconsistent. For example:

X ORIENT 10 +/- 2D FROM Y

Y ORIENT -12 +/- 4D FROM X

can be satisfied.

Inconsistencies resulting from faulty orientation requirements have to be flagged and reported.
This is so that the faulty requirements in the Proposal can be altered and the Proposal TRANSed
to produce correct output.

3 The Solution within TRANS

The Orient Constraint Propagation module within TRANS sets up and propagates constraints
between related exposures. A basic algorithm to achieve this would be the following:

arcs-to-check <- all directly related exposure pairs
while arcs-to-check {
changes <- nil
for-each arc in arcs-to-check
changes <- old changes + forward and backward induced arcs from arc
arcs-to-check <- changes}

The actual propagation takes place inside the for-cach loop as constraints between exposures that
are indirectly related through a common exposure are set up. For example, if there is an arc
between exposures i and j, and there is another arc between j and k, an arc is now set up between
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iand k. If an arc already exists between i and k, then the resulting constraint is the intersection
of the old and propagated constraints. Note that the absolute and nominal ranges for each
exposure, as propagated through the constraint, are noted as soon as the new constraint is set up.

This is ordinarily an O(n3) operation in the number of related exposures. The number of
exposures processed by TRANS can be large (over 100) in some cases. Hence, modifications to

the basic algorithm are necessary to ensure that processing time is reasonable.4

3.1.  Representing Angle Intervals and their Intersections

Angle ranges occur in all three kinds of orientation requirements. They are expressed in
Proposals as a median value accompanied with a tolerance (see Appendix 2). A more convenient
representation is that of a pair, with the first part being the lower limit and the second part being
twice the tolerance (or upper limit - lower limit).5 So, the angle interval 20 +/- 5D can be
expressed as (15, 10). Interval intersections are easy to compute.
If R1 = (a1, by), and Ry = (ap, b)), then
R3=R;1 "Ry =

(a3, bz) such that

a3 = max(aj, a2) and b3 = min (aj+by, ap+by) - a3 and b3 >0,
null (an empty solution set) otherwise.

So, if Ry = (15, 10), and Ry = (12, 8), then R Ry = (15, 5).

3.2.  Representing a Direct Relationship as a Constraint

A direct ORIENT FROM relationship between two exposures is represented as a constraint
interval. For example,

A ORIENT 20 +/- 5D FROM B

gives rise to the constraint

Casp = (15, 25).

When A is constrained to be at a certain angle interval from B, B is also constrained to be at a
certain igtcrval from A. This gives rise to an inverse constraint Cga. This will be defined in
Section 3.4.

3.3.  Propagating Angle intervals Through Constraints

If exposure B has an angle interval Rp = (xp, yB). and there exists a constraint between
exposures A and B, Cap = (1, ), then the angle interval for exposure A, R4, propagated from Rp
through constraint Cap,

Ra = B(Cap, Rp) = (I + x, r + yp),

where (Cap, Rp) denotes the propagation of the angle interval from B to A through the
connecting constraint Cap.

4Note that setting up and propagating orientation constraints is only a small part of TRANS processing. For the
most part however, TRANS runs in O(n).

5 A more obvious representation would be a pair, where the first member is the lower limit, and the second member

is the upper limit. However, in this representation, it is impossible (o distinguish a range x+/-0 degrees from x+/-360
degrees.
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Note that R may already have an angle interval of its own.
Then,

RaPeW = Rp%1 ~ P(Cag, Rp).

3.4. Computing Inverse Relationships

If exposure B has an angle interval Rp = (xB, yB), and there exists a constraint between
exposures A and B, Cag = (1, 1), then the inverse of this constraint Cpa, is defined to be such
that if Cag = (1, 1), then Cga = CaB = (-(1+1), 1).

Let Rp = (xB, yB). CaB = (1, 1), then

Ra = ¥(Ca. Rp) = (x + 1, yB +1).

Now, let's propagate a range from A to B.

Cpa= Cap =(-1-r,1).

Rp (from range propagated from A) = Rp"e¥ = B(Cpa, Ra) = (x - 1, yB + 20).
Hence, Rg™W # Rg°ld.

But,

Rp"e¥ N Rpold = (x, yB) N (xB - 1, yB + 2r) = (XB, YB)-
Hence, even though the range propagated over the inverse constraint has more slack, it doesn't
really affect the original range.

3.5. Deriving Constraints for Indirect Relationships

An indirect relationship exists between two exposures A and C when they are both related to a
third exposure B. Given two constraints

CaB = (11, 1), and Cpc = (12, 2),

Cac-= (13, r3) is defined to be such that

I3=l1+13,andr3 =11 +12.

Consider:

A ORIENT 10 +/- 2D FROM B

B ORIENT 12 +/- 2D FROM C.

This gives rise to the constraints

CaB = (8, 4), and Cpc = (10, 4). Cac =(18,8).

Note that as constraints are propagated through a network, the slack (or tolerance - the second
part of the constraint pair) can only increase or stay the same. Since the slack is with respect to
planar angles, it should be noted that the slack on any constraint cannot exceed 360 degrees.
Also, once the slack has reached that limit, the constraint becomes a free constraint, i.e. it does
not have any constraining effect on the angle intervals of the concerned clan.

3.6. An Informal Algebra for Orientation Constraint Propagation

We make modifications to the algorithm mentioned above to make constraint propagation more
efficient. These modifications will be described in the following paragraphs.

The SAME AS requirement can be exploited to reduce the value of n not only in the time and
space complexity of the algorithm, but also in the hierarchical ordering of exposures. This is
because exposures that have the SAME AS requirement are required to be at the same orientation
and can be treated as a group called a clan. All exposures that belong to a clan are called its
members. A clan can have one or more members. By definition, there can be no non-free
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ORIENT FROM constraint between two members of the same clan. A constraint between two
clans is derived from an ORIENT FROM relationship between its members. There may initially
be more than one constraint between two clans. Consider the following case:

A SAME AS B

A ORIENT 10 +/- 2D FROM C

CSAME ASD

D ORIENT -12 +/- 3D FROM B

Exposures A and B belong to the same clan (say clan 1), as do C and D (say clan 2). The
following constraints exist between clans 1 and 2 due to the ORIENT FROM requirements:
Cia2c=@,4)

Cop,1B=(-9, 6) => C1B,2p = (3, 6) (using the inverse relationship formula - Sec. 3.3)

The actual constraints between clans 1 and 2 can be deduced to be:

Ci2=C1a2cnCiB,2p= (8, 1), and

C21=C12 =(9, 1).

Clan 1 Clan 2 Clan 1 Clan 2 Clan 1 Clan 2

8,4 8,4

ol )=\ 5 o

Row 1: Steps in generating the constraint (‘1 9

(8, 1)

Row 2: Steps in generating the constraint C21

Figure 1: Setting Up and Simplifying Constraints Between Clans Due to Related Member
Exposures (either by traversing Row 1 or Row 2).

In Figure 1, we illustrate how constraints between clans are set up. The constraints can be set up
in either direction (by traversing either the first or the second row). Once a constraint between
two clans is set up, its inverse yields the constraint in the other direction. Hence there is no need
to traverse both rows.

The fact that constraints can be generated between indirectly related clans (via member
exposures) helps reduce the propagation time, as the network becomes "stable" faster.
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Any interval of the form (x . 360) where x is any real number, is a free interval. All free intervals
are equivalent. Clans have a default interval of (0 . 360) for both absolute and nominal ranges. 6
The absolute and nominal ranges of a clan can change under the following conditions:

» A member exposure has an absolute or nominal range. If R.0Md is the old range for the clan and
Rmem is the range for the member, the new range for the clan R"eW is:

RcPeW = ROM A Rypem.

* A range is propagated from a related clan. If Rz is the range for clan 2 and the constraint
between clans 1 and 2 is Cy2, then,

Rcew = ROW A P(Ry, C12), where P(R,C) is the result of propagating R over C.
IfR=(x,y),andC=(l ), then BR,C)=(x+ L,y +1).

Consider:

A SAME AS B

A ORIENT 10 +/- 2D FROM C

B ORIENT 20 +/- 5D

C ORIENT 8 +/- 2D

From the above requirements, we have:

Clan1={A,B},Cian2={C}, Cia2c=(8,4).

ONote that there is a need to keep track of two sets of intervals for each clan - its absolute interval which is obtained
directly or indirectly from requirement (i), and its nominal interval which is obtained directly or indirectly from
requirement (ii).
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A H&4) pf ¢ (6,4) The problem
—— represented

e (0,0) pictorially.

B Absolute ranges

are underlined.
(15, 10)

Before
Propagation

After
Propagation

(15,7) (6,4)

Figure 2: Propagation of an angle interval Between Two Clans that are Related Through
Member Exposures.

Figure 2 illustrates the propagation of an angle interval from Clan 2 to Clan 1 through the
constraint Cp».

Ryinitial = Ry " Rp = (0, 360) N (15, 10) = (15, 10). Ry = (6, 4).
Ry"ew = R10ld A P(Cyp, Ry) = (15, 10) n (14, 8) = (15, 7).

A constraint network is stable when the absolute and nominal angle intervals of all clans are
consistent with the constraints connecting them.  This happens only when the constraints
between clans cease to change.
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3.7. Interfacing with the Rest of TRANS

As has already been pointed out, the results of propagating orientation constraints are used
within TRANS as one of many inputs to decide on hierarchical exposure groupings. These
decisions are made through merging rules . The merging rule related to orientations of exposures
states that two exposures can be merged only when their absolute and nominal angle intervals are

identical and they can be at the same orientation.” These requirements will hold only when one
of the following conditions is met:

» Both exposures belong to the same clan.

e The exposures belong to different clans that have identical absolute and nominal angle
intervals, and either there is no constraint, or a free constraint, or a constraint that includes zero
in its interval, between them.

Defective orientation requirements in the Proposal result in null (infeasible) angle intervals for
one or more clans and/or null constraints between two or more clans. Warning messsages are
generated when these are detected, other orientation constraints continue to be propagated, and
TRANS uses the results of these propagations to make its merging decisions. In this manner,
TRANS products that are not dependent on the faulty orientation requirements can still be used,
but the warnings alert the TRANS user to correct the faulty requirements and TRANS the
Proposal again, to obtain fully correct TRANS products.

4 A Small Example

We will now illustrate some of the important aspects of orient constraint propagation with the
help of a small example. Consider the following orientation requirements:

A ORIENT 20 +/- 5D

B SAME AS A, C

B ORIENT 10 +/- 2D FROM D

C ORIENT 9 +/- 2D FROM F

E ORIENT -10 +/- 2D FROM A

E SAME ASF

The problem is represented pictorially in Figure 3a. Clan I = {A, B, C}, Clan2 = {D}, Clan 3
ifzi f)}- R; = (15, 10), Rz = (0, 360), R3 = (0, 360). C1B,3D = (8, 4). C1c2Fr = (3, 4), C2E1A = (-

7Organizing exposures into groups enhances viewing cfficiency since the orientation of the spacecraft is the same
for all exposures in the group. However, merging exposures that could possibly be at different orientations, into the
same group might cause scheduling problems downstream due to the inflexibility that is introduced. Also, the
existence of a non-free constraint between two exposures precludes them from being in the same group.
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Clan 3

(15,10)

Figure 3a: Pictorial Representation of the Sample Problem
Consider the pair Clan 1, Clan 2.
C21=C2g1ANCicoF =(-12,4) N (-11,4)=(-11,3)
Ci2=C21"=(8,3)
Rz = ¥(Co1, R = (4, 13)
Consider the pair Clan 1, Clan 3
Ci3=(8,4)
C31=(-12,4)
R3MeW = R3%1d A P(C31, R) = (-4, I7) N (3, 14 = (3, 10)
Now, we propagate constraints.
Deducing the constraint between the pair (Clan 3, Clan 2) from the constraints between the pairs
(Clan 3, Clan 1) and (Clan 1, Clan 2),
Clan 3 <=>Clan 1 <=>Clan 2

C32 = (C31 + C12)=(—4,7) Change
C23 = (_3’ 7)

Ra"¥ = R30ld ~ P(Ca2. Ry) = (3, 10) 1 (0, 20) = (3, 10)

Clan2 <=>Clan3 <=>Clan 1
C21new = C2101a N (Co3 + C31) = (-11,3) N (-15, 11) = (-11, 3) - No Change

Clan 3 <=> Clan1 <=> Clan2

C32 = (C31 + C12)=(—4, 7) No Change
So, the final solution is:

R; =(15,10), Ry =(4, 13),R3 = (3, 10)

5 Implementation and Experience

The Orient Constraint Propagator, like the rest of TRANS is implemented in LISP, using an
object-oriented paradigm (CLOS). Clans are objects, absolute and nominal ranges and
constraints are dotted pairs of real numbers. Pairs of related clans, and the constraints between
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them, are stored in a hash-table. In order to have a uniform representation for angle intervals, all
angles are positive and modulo 360.

The implementation has met all expectations related to run-time efficiency and correctness since
it was installed as a TRANS module over seven months ago. It was mentioned in Section 3.5
that the slack in the intervals of constraints can grow to 360 degrees, thus causing propagated
constraints to become free. Since in reality, the slack in the intervals of directly related

exposures is of the order of ten degrees, this can only happen when there is a long (= 36) "chain"
of related exposures with no interactions with other constraints (note that when there is more
than one constraint between two clans, we take their intersection, which has a "constraining
effect” on the slack of the resulting constraint). Since the number of exposures in an ORIENT
FROM chain is seldom more than five, we have not encountered problems with free constraints.

nclusion

HST observations, expressed as exposures may be related to each other via relationships
regulating the roll of the telescope. In this paper, we have formulated these relationships as a
CSP, and described a method to "solve" it using an informal algebra. Solving the problem entails
determining the ranges of roll for each exposure so that all roll relationships are satisfied. The
solution has been implemented using object-oriented technology as a sub-system of the
TRANSformation expert system. It has been operational for over seven months and has met all
expectations.
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APPENDIX
(1) ORIENTATION RELATIONSHIPS BETWEEN EXPOSURES:

In order to determine the merging of exposures based on their orientation requirements, the
orientation relationship between pairs of exposures needs to be computed. In the following
* discussion, we will call the orientation of exposure A Oa. Orientation relationships between
exposures come about in six ways:

a. Default - Normally two exposures may be Od +/- 180d from each other (i.e.they can be at
any two orientations.

b. ORIENT FROM - If two exposures A and B are related by A ORIENT <angle> +/- <range>
FROM B, the relationship between Oa and Ob should be limited as follows:

Ob + <angle> - <range> <= Oa <= Ob + <angle> + <range>
Oa - <angle> - <range> <= Ob <= Oa - <angle> + <range>

c. SAME ORIENT/SAME POS - If two exposures A and B have SAME POS/ORIENT for A

as B. The relationship between Oa and Oc should be limited as follows:
Oa =0b

d. Specified orientation - If exposure A has ORIENT <angle1> +/- <rangel> and exposure B
has ORIENT <angle2> +/- <range2>, or exposure A has ORIENT <anglel> +/- <rangel>
FROM NOMINAL and exposure B has ORIENT <angle2> +/- <range2> FROM NOMINAL,
then the relationship between A and B should be limited as follows:

Ob - <range2> - <angle2> + <anglel> - <rangel> <= Oa <= Ob + <range2> + <anglel> +
<rangel> - <angle2>

Oa - <rangel> - <angle1> + <angle2> - <range2> <= Ob <= Oa + <rangel> + <angle2> +
<range2> - <anglel>

e. Merging - If exposure A is merged into the same scheduling unit (a higher level structure) as

exgosurg B, then the relationship between A and B should be limited as follows:

a = 0Ob

f. Propagation of constraints - If exposure B is limited by the orientation of A by Ob=0a +
<angle1> +/- <range1> and exposure C is limited by the orientation of B by Oc = Ob + <angle2>
+/- <range2>, then the relationship between Oa and Oc should be limited as follows:

Oa + <anglel> + <angle2> - <rangel> - <range2> <= Oc <= Oa + <anglel> + <angle2> +
<rangel> + <range2>
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Oc - <anglel> - <angle2> - <rangel> - <range2> <= Oa <= Oc - <anglel> - <angle2> +
<rangel> + <range2>

If more than one of the above apply to two exposures A and B, the relationship between Oa and
Ob should be the intersection of the multiple rules. If this process leads to pairs of exposures A
and B where there is no legal angle or range between Oa and Ob, TRANS should generate an

erTor.
(2) ORIENTATION RANGES

Exposures have two sets of limils where they can be scheduled, a nominal range and an
absolute range. These ranges are set as follows:

a. An exposure with an ORIENT <angle> +/- <range> has an absolute range extending from
<angle> - <range> to <angle> + <range>.

b. An exposure with an ORIENT <angle> +/- <range> FROM NOMINAL has a nominal
range extending from <angle> - <range> to <angle> + <range>.

c. An exposure without an ORIENT <angle> +/- <range> has an absolute range from zero to
360.

d. An exposure without an ORIENT <angle> +/- <range> FROM NOMINAL has a nominal
range from zero to 360.

e. If an exposure B is limited by the orientation of’ A by Ob = Oa + <anglel> +/- <rangel>,
where A has an an absolute range from <low-angle> to <high-angle> then B has an absolute
range from <low-angle> + <anglel> - <rangel> to <high-angle> + <anglel> + <rangel>.

If more than one of the above rules apply to an exposure A, the ranges of A should be the
intersection of ranges specified by the multiple rules. If the resulting interval is empty for any
given exposure, TRANS should generate an crror.
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Abstract: We develop a formal theory, the
so-called Linguistic Geometry, in order to
discover the inner properties of human expert
heuristics, which were successful in a certain
class of complex control systems, and apply them
to different systems. This research relies on the
Sformalization of search heuristics of high-skilled
human experts, which allow to decompose
complex system into the hierarchy of subsystems,
and thus solve intractable problems reducing the
search. The hierarchy of subsystems is
represented as a hierarchy of formal attribute
languages. This paper includes a formal survey of
the Linguistic Geometry, and new example of a
solution of optimization problem for the space
robotic vehicles. This example includes actual
generation of the hierarchy of languages, some
details of trajectory generation and demonstrates
the drastic reduction of search in comparison with
conventional search algorithms.

There are many real-world problems where
human expert skills in reasoning about complex
systems are incomparably higher than the level of
modern computing systems. At the same time
there are even more areas where advances are
required but human problem-solving skills can
not be directly applied. For example, there are
problems of planning and automatic control of
autonomous agents such as space vehicles,
stations and robots with cooperative and opposing
interests functioning in a complex, hazardous
environment. Reasoning about such complex
systems should be done automatically, in a timely
manner, and often in a real time. Moreover, there
are no highly-skilled human experts in these fields
ready to substitute for robots (on a virtual model)
or transfer their knowledge to them. There is no
grand-master in robot control, although, of
course, the knowledge of existing experts in this
field should not be neglected — it is even more
valuable. It is very important to study human
expert reasoning about similar complex systems
in the areas where the results are successful, in
order to discover the keys to success, and then
apply and adopt these keys to the new, as yet,
unsolved problems. The question then is what
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language tools do we have for the adequate
representation of human expert skills? An
application of such language to the area of
successful results achieved by the human expert
should yield a formal, domain independent
knowledge ready to be transferred to different
areas. Neither natural nor programming languages
satisfy our goal. The first are informal and
ambiguous, while the second are usually detailed,
lower-level tools. Actually, we have to learn how
we can formally represent, generate, and
investigate a mathematical model based on the
abstract images extracted from the expert vision of
the problem.

There have been many attempts to find the
optimal (suboptimal) operation for real-world
complex systems. One of the basic ideas is to
decrease the dimension of the real-world system
following the approach of a human expert in a
certain field, by breaking the system into smaller
subsystems. These ideas have been implemented
for many problems with varying degrees of
success [1, 2, 15]. Implementations based on the
formal theories of linear and nonlinear planning
meet hard efficiency problems [4, 12, 17, 22,
25]. An efficient planner requires an intensive use
of heuristic knowledge. On the other hand, a pure
heuristic implementation is unique. There is no
general constructive approach to such
implementations. Each new problem must be
carefully studied and previous experience usually
can not be applied. Basically, we can not answer
the question: what are the formal properties of
human heuristics which drove us to a successful
hierarchy of subsystems for a given problem and
how can we apply the same ideas in a different
problem domain?

In the 1960’s a formal syntactic approach to the
investigation of properties of natural language
resulted in the fast development of a theory of
formal languages by Chomsky [5], Ginsburg
[10], and others. This development provided an
interesting opportunity for dissemination of this
approach to different areas. In particular, there
came an idea of analogous linguistic
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representation of images. This idea was
successfully developed into syntactic methods of
pattern recognition by Fu [8], Narasimhan [16],
and Pavlidis [18], and picture description
languages by Shaw [23], Feder [6], Rosenfeld
[20].

Searching for the adequate mathematical tools
formalizing human heuristics of dynamic
hierarchy, we have transformed the idea of
linguistic representation of complex real-world
and artificial images into the idea of similar
representation of complex hierarchical systems
[27]. However, the appropriate languages should
possess more sophisticated attributes than
languages usually used for pattern description.
The origin of such languages can be traced back
to the research on programmed attribute grammars
by Knuth [11], Rozenkrantz [21], Volchenkov
[36].

A mathematical environment (a “glue”) for the
formal implementation of this approach was
developed following the theories of formal
problem solving and planning by Nilsson [17}],
Fikes [7], Sacerdoti [22], McCarthy, Hayes [13,
14], and others based on first order predicate
calculus.

To show the power of the linguistic approach it
is important that the chosen model of the heuristic
hierarchical system be sufficiently complex,
poorly formalized, and have successful
applications in different areas. Such a model was
developed by Botvinnik, Stilman, and others, and
successfully applied to scheduling, planning, and
computer chess [2].

In order to discover the inner properties of
human expert heuristics, which were successful
in a certain class of complex control systems, we
develop a formal theory, the so-called Linguistic
Geometry [28-35]. This research includes the
development of syntactic tools for knowledge
representation and reasoning about large-scale
hierarchical complex systems. It relies on the
formalization of search heuristics, which allow
one to decompose complex system into a
hierarchy of subsystems, and thus solve
intractable problems, reducing the search. These
hierarchical images were extracted from the expert
vision of the problem. The hierarchy of
subsystems is represented as a hierarchy of
formal attribute languages [28, 33].
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1 Complex System
A Complex System is the following eight-
tuple:

<X, P, Rp, {ON}, v, S;, St, TR>,
where X={x;} 1s a finite set of points; P={pj} is
a finite set of elements; P is a union of two non-
intersecting subsets P and Pp; Rp(x, y) is a set
of binary relations of reachability in X (x and y
are from X, p from P); ON(p)=x, where ON is a
partial function of placement from P into X; visa
function on P with positive integer values; it
describes the values of elements. The Complex
System searches the state space, which should
have initial and target states; Sj and S are the
descriptions of the initial and target states in the
language of the first order predicate calculus,
which matches with each relation a certain Well-
Formed Formula (WFF). Thus, each state from
S; or Sy is described by a certain set of WFF of
the form {ON(p;)=xk}; TR is a set of operators,
TRANSITION(p, x, y), of transition of the
System from one state to another one. These
operators describe the transition in terms of two
lists of WFF (to be removed and added to the
description of the state), and of WFF of
applicability of the transition. Here,

Remove list: ON(p)=x, ON(q)=y;

Add list: ON(p)=y;

Applicability list: (ON(p):x)"Rp(x, Y),
where p belongs to P| and q belongs to P or
vice versa. The transitions are carried out in turn
with participation of elements p from P and P
respectively; omission of a turn is permitted.

According to definition of the set P, the
elements of the System are divided into two
subsets P and Pp. They might be considered as

units moving along the reachable points. Element
p can move from point x to point y if these points
are reachable, i.e., Ry(X, y) holds. The current
location of each element is described by the
equation ON(p)=x. Thus, the description of each
state of the System {ON(pj)=Xk} is the set of
descriptions of the locations of the elements. The
operator TRANSITION(p, x, y) describes the
change of the state of the System caused by the
move of the element p from point x to point y.
The element q from point y must be withdrawn
(eliminated) if p and q belong to the different
subsets P| and P3.

The problem of the optimal operation of the
System is considered as a search for the optimal

C-2.



sequence of transitions leading from one of the
initial states of S; to a target state S of Sy.

It is easy to show formally that robotic system
can be considered as the Complex System (see
below). Many different technical and human
society systems (including military battlefield
systems, systems of economic competition,
positional games) which can be represented as
twin-sets of movable units (of two or more
opposite sides) and their locations, thus, can be
considered as Complex Systems.

With such a problem statement for the search of
the optimal sequence of transitions leading to the
target state, we could use formal methods like
those in the problem-solving system STRIPS [7],
nonlinear planner NOAH [22], or in subsequent
planning systems. However, the search would
have to be made in a space of a huge dimension
(for nontrivial examples). Thus, in practice no
solution would be obtained.

We devote ourselves to the search for an
approximate solution of a reformulated problem.

2 Measurement of distances

To create and study a hierarchy of dynamic
subsystems we have to investigate geometrical
properties of the Complex System.

A map of the set X relative to the point x and
element p for the Complex System is the
mapping: MAPy p: X —> Z4, (where x is
from X, p is from E), which is constructed as
follows. We consider a family of reachability
areas from the point x, i.e., a finite set of the
following nonempty subsets of X {MkX,p}

(Fig.1):

Fig. 1. Interpretation of the family of
reachability areas

k=1: MkX,p is a set of points m reachable in one
step from x: Rp(x,m)=T;
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k>1: ka,p is a set of points reachable in k steps
and not reachable in k-1 steps, i.e., points
m reachable from points of Mk‘lx,p and not

included in any Mix,p with numbers i less
than k. ©
Let MAPx 1(y)=k, for y from MKy o (number
of steps from x to y). In the remainder points let
MAPy p(y)=2n, if y#x (n is the number of points
in X); IBIAPx’p(y)=O, if y=x.

It is easy to verify that the map of the set X for
the specified element p from P defines an
asymmetric distance function on X:

1. MAPx,p(y) >0 for x#y; MAPx’p(x)=O;

2. MAPx,p(y)+MAP ’P(Z) 2 MAPy 1(2).

If Ry, is a symmetric relation,

3 MAPX’p(y)=MAPy, (x).

In this case each of the elements p from P
specifies on X its own metric. Various
examples of measurement of distances for robotic
vehicles are considered later.

3 Language of Trajectories

This language is a formal description of the set of
lowest-level subsystems, the set of different paths
between points of the Complex System. An
element might follow a path to achieve the goal
“connected with the ending point™ of this path.

A trajectory for an element p of P with the
beginning at x of X and the end at the y of X (x #
y) with a length [ is a following string of symbols
with parameters, points of X:

to=a(x)a(xy)...a(xp,

where x; =y, each successive point Xj41 is
reachable from the previous point xj, i.e., Rp(xi,
Xj41) holds fori =0, I,..., I-1; element p stands
at the point x: ON(p)=x. We denote tp(x, y, [) the
set of trajectories in which p, X, y, and [ coincide.
P(ty)={x, X1, ..., X7} is the set of parameter
values of the trajectory t,.

A shortest trajectory t of tp(x, y, 1) is the

trajectory of minimum length for the given
beginning X, end y and element p.

Properties of the Complex System permit to
define (in general form) and study formal
grammars for generating the shortest trajectories.
A general grammar (Table I) and its application to



generating the shortest trajectory for a robotic
vehicle will be presented later.

Reasoning informally, an analogy can be set up:
the shortest trajectory is analogous with a straight
line segment connecting two points in a plane. An
analogy to a k-element segmented line connecting
these points is called an admissible trajectory
of degree k, i.e., the trajectory which can be
divided into k shortest trajectories. The admissible
trajectories of degree 2 play a special role in many
problems. As a rule, elements of the System
should move along the shortest paths. In case of
an obstacle, the element should move around this
obstacle by tracing an intermediate point aside and
going to and from this point to the end along the
shortest trajectories. Thus, in this case, an
elethent should move along an admissible
trajectory of degree 2.

A Language of Trajectories LtH(S) for the
Complex System in a state S is the set of all the
shortest and admissible (degree 2) trajectories of
the Jength less than H. Different properties of this
language and generating grammars were
investigated in [32].

4 Languages of Trajectory Networks

After defining the Language of Trajectories, we
have new tools for the breakdown of our System
into subsystems. According to the ideas presented
in [2], these subsystems should be various types
of trajectory networks, i.e., the sets of
interconnected trajectories with one singled out
trajectory called the main trajectory. An example
of such network is shown in Fig. 2. The basic
idea behind these networks is as follows. Element
Po should move along the main trajectory
a(Da(2)a(3)a(4)a(5) to reach the ending point 5
and remove the target q4 (an opposite element).
Naturally, the opposite elements should try to
disturb those motions by controlling the
intermediate points of the main trajectory. They
should come closer to these points (to the point 4
in Fig. 2) and remove element py, after its arrival
(at point 4). For this purpose, elements q3 or q2
should move along the trajectories a(6)a(7)a(4)
and a(8)a(9)a(4), respectively, and wait (if
necessary) on the next to last point (7 or 9) for the
arrival of element pg at point 4. Similarly,
element py of the same side as py might try to
disturb the motion of gy by controlling point 9

along the trajectory a(13)a(9). It makes sense for
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the opposite side to include the trajectory
a(11)a(12)a(9) of element qq to prevent this

control.

Fig. 2. A network language interpretation.

Similar networks are used for the breakdown of
complex systems in different areas. Let us
consider a linguistic formalization of such
networks. The Language of Trajectories describes
"one-dimensional” objects by joining symbols
into a string employing reachability relation Rp(x,
y). To describe networks, i.e., “multi-
dimensional" objects made up of trajectories, we
use the relation of trajectory connection.

A trajectory connection of the trajectories t|
and ty is the relation C(ty,tp). It holds, if the
ending link of the trajectory tq coincides with an
intermediate link of the trajectory tp; more
precisely tj is connected with tp, if among the

parameter values P(t2)={y.y1,....y} of
trajectory tp there is a value yj = xg, where
ty=a(xg)a(x1)...a(xg). If t] belongs to a set of
trajectories with the common end-point, then the
entire set is said to be connected with the
trajectory tp.

For example, in Fig. 2 the trajectories
a(6)a(7)a(4) and a(8)a(9)a(4) are connected with
the main trajectory a(1)a(2)a(3)a(4)a(5) through
point 4. Trajectories a(13)a(9) and
a(11)a(12)a(9) are connected with a(8a(9a(4).

To formalize the trajectory networks we define
and use routine operations on the set of

trajectories: CAk(tl,tz), a k-th degree of
connection, and Cp *(t],t2), a transitive
closure.



Trajectory a(11)a(12)a(9) in Fig. 2 is connected
degree 2 with trajectory a(1)a(2)a(3)a(4)a(5),
ie., C2(a(l Da(12)a(9), a(1)a(2)a(3)a(4)a(5))
holds. Trajectory a(10)a(12) in Fig. 2 is in
transitive closure to the trajectory
a(1)a(2)a(3)a(4)a(5) because C3(a(10)a(12)_,
a(l)a(2)a(3)a(4)a(5)) holds by means of the
chain of trajectories a(11)a(12)a(9) and
a(8)a(9)a(4).

A trajectory network W relative to trajectory
to is a finite set of trajectories tg,t{,...,tx from the

language LtH(S) that possesses the following
property: for every trajectory t; from W (i = 1,
2,...,k) the relation Cy*(t;,t;) holds, i.e., each

trajectory of the network W is connected with the
trajectory tg that was singled out by a subset of

interconnected trajectories of this network. If the
relation CywyM(t;, to) holds, trajectory t; is called
the m negation trajectory.

Obviously, the trajectories in Fig. 2 form a
trajectory network relative to the main trajectory
a(la(2)a(3)a(4)a(S). We are now ready to define
network languages.

A family of trajectory network
languages L (S) in a state S of the Complex
System is the family of languages that contains
strings of the form

K(t1, param)t(ty, param)...t(ty,, param),
where param in parentheses substitute for the
other parameters of a particular language. All the
symbols of the string t{, t7,..., ty, correspond to
trajectories that form a trajectory network W
relative to ty.

Different members of this family correspond to
different types of trajectory network languages,
which describe particular subsystems for solving
search problems. One of such languages is the
language that describes specific networks called
Zones. They play the main role in the model
considered here [2, 26, 33, 34]. A formal
definition of this language is essentially
constructive and requires showing explicitly a
method for generating this language, i.e., a
certain formal grammar, which is presented in the
[33, 34]. In order to make our points transparent,
here, we define the Language of Zones
informally.

A Language of Zones is a trajectory network
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language with strings of the form

Z=1(po.to:To) HP1:t1,T1)- - HPkotk, Tk
where tq,tq,...,tx are the trajectories of elements

PosP2....,.Pk respectively; t4,71,...,Tk are
positive integer numbers (or 0) which “denote the
time allotted for the motion along the trajectories”
in a correspondence to the mutual goal of this
Zone: to remove the target element — for one side,
and to protect it — for the opposite side. Trajectory

H(po:to.To) is called the main trajectory of the
Zone. The element q standing on the ending point
of the main trajectory is called the target. The
elements p, and q belong to the opposite sides.

To make it clearer let us show the Zone
corresponding to the trajectory network in Fig. 2.
Z=t(po.a(1)a(2)a(3)a(4)a(5), 4)
1(q3.a(6)a(7)a(4), 3)
1q2, a(8)a(9)a(4), 3)t(p1, a(13)a(9), 1)
1(q1,a(11)a(12)a(9), 2) t(pp, a(10)a(12), 1)
Assume that the goal of the white side is to
remove target q4, while the goal of the black side
is to protect it. According to these goals element
Po starts the motion to the target, while blacks

start in its turn to move their elements q or q3 to
intercept element py. Actually, only those black
trajectories are to be included into the Zone where

the motion of the element makes sense, 1. e., the
length of the trajectory is less than the amount of

time (third parameter 1) allocated to it. For
example, the motion along the trajectories
a(6)a(7)a(4) and a(8)a(9)a(4) makes sense,
because they are of length 2 and time allocated
equals 3: each of the elements has 3 time intervals
to reach point 4 to intercept element py assuming
one would go along the main trajectory without
move omission. According to definition of Zone
the trajectories of white elements (except pg)
could only be of the length 1, e.g., a(13)a(9) or
a(10)a(12). As far as element p{ can intercept

motion of the element g at the point 9, blacks

include into the Zone the trajectory
a(11)a(12)a(9) of the element qi, which has

enough time for motion to prevent this
interception. The total amount of time allocated to
the whole bunch of black trajectories connected
(directly or indirectly) with the given point of
main trajectory is determined by the number of
that point. For example, for the point 4 it equals 3
time intervals.
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A language Lz(S) generated by the certain
grammar Gz [33, 34] in a state S of a Complex
System is called the Language of Zones.

Network languages allow us to describe the
"statics”, i.e., the states of the System. We
proceed with the description of the "dynamics" of
the System, i.e., the transitions from one state to
another. The transitions describe the change of the
descriptions of states as the change of sets of
WFF. After each transition a new hierarchy of
languages should be generated. Of course, itis an
inefficient procedure. To improve an efficiency of
applications in a process of the search it is im-
portant to describe the change of the hierarchy of
languages. A study of this change should help us
in modifying the hierarchy instead of regenerating
it in each state. The change may be described as a
hierarchy of mappings — translations of
languages. Each language should be transformed
by the specific mapping called a translation.
Translations of Languages of Trajectories and
Zones are considered in [34].

5 Complex System of Space Robotic
Vehicles

The robotic model can be represented as a
Complex System naturally (Fig. 3). A set of X
represents the operational district which could be
the area of combat operation broken into smaller
cubic areas, “points”, e.g., in the form of the big
cube of 8 x 8 x 8, n = 512. It could be a space
operation, where X represents the set of different
orbits, or an air force battlefield, etc. P is the set
of robots or autonomous vehicles. It is broken
into two subsets P{ and P with opposing
interests; Rp(x,y) represent moving capabilities
of different robots for different problem domains:
robot p can move from point x to point y if Rp(x,
y) holds. Some of the robots can crawl, the other
can jump or ride, sail and fly, or even move from
one orbit to another. Some of them move fast and
can reach point y (from x) in “one step”, i.e.,
Rp(x, y) holds, others can do that in k steps only,
and many of them can not reach this point at all.
ON(p)=x, if robot p is at the point X; v(p) is the
value of robot p. This value might be determined
by the technical parameters of the robot. It might
include the immediate value of this robot for the
given combat operation; Sj is an arbitrary initial
state of operation for analysis, or the starting
state; S¢ is the set of target states. These might be
the states where robots of each side reached
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specified points. On the other hand S; can specify
states where opposing robots of the highest value
are destroyed. The set of WFF {ON(pj) = Xk}
corresponds to the list of robots with their
coordinates in each state. TRANSITION(p, x,
y) represents the move of the robot p from the
location x to location y; if a robot of the opposing
side stands on y, a removal occurs, i.e., robot on
y is destroyed and removed.

Fig. 3. A problem for autonomous space robotic
vehicles.

Space robotic vehicles with different moving
capabilities are shown in Fig. 3. The operational
district X is the cubic table of 8 x 8 x 8. Robot W-
INTERCEPTOR (White Interceptor) located at
118 (x=1, y=1, z=8), can move to any next
location, i.e., 117, 217, 218, 228, 227, 128,
127. The other robotic vehicle B-STATION
(double-ring shape in Fig. 3) from 416 can move
only straight ahead towards the goal area 816
(shaded in Fig. 3), one square at a time, €.g8.,
from 416 to 516, from 516 to 616, etc. Robot B-
INTERCEPTOR (Black Interceptor) located at
186, can move to any next square similarly to
robot W-INTERCEPTOR. Robotic vehicle W-
STATION located at 266 is analogous with the
robotic B-STATION: it can move only straight
ahead to the goal area 268 (shaded in Fig. 3).
Thus, robot W-INTERCEPTOR on 118 can reach

any of the points y € {117, 217, 218, 228, 227,
128, 127} in one step, i.e., Rw -

INTERCEPTOR(118, y) holds, while W-
STATION can reach only 267 in one step.



Assume that robots W-INTERCEPTOR and W-
STATION belong to one side, while B-
INTERCEPTOR and B-STATION belong to the

opposite side: W-INTERCEPTOR € Py, W-
STATION € Py, B-INTERCEPTOR € P, B-

STATION € Pj. Also assume that both goal

areas, 816 and 268, are the safe areas for B-
STATION and W-STATION, respectively, if
station reached the area and stayed there for more
than one time interval. Each of the STATIONs
has powerful weapons capable to destroy
opposing INTERCEPTORs at the next diagonal
locations ahead of the course. For example W-
STATION from 266 can destroy opposing
INTERCEPTORs at 157, 257, 357, 367, 377,
277, 1717, 167. Each of the INTERCEPTOR:s is
capable to destroy an opposing STATION
approaching its location from any direction, but it
also capable to protect its friendly STATION
approaching its prospective location. In the latter
case the joint protective power of the combined
weapons of the friendly STATION and
INTERCEPTOR (from any next to the STATION
area) can protect the STATION from interception.
For example, W-INTERCEPTOR located at 156
can protect W-STATION on 266 and 267.

The battlefield considered can be broken into
two local operations. The first operation is as
follows: robot B-STATION should reach the
strategic point 816 safely and stay there for at list
one time interval, while W-INTERCEPTOR will
try to intercept this motion. The second operation
is similar: robot W-STATION should reach point
268, while B-INTERCEPTOR will try to
intercept this motion. After reaching the
designated strategic area the (attacking) side is
considered as a winner of the local operation and
the global battle. The only chance for the
opposing side to revenge itself is to reach its own
strategic area within the next time interval and this
way end the battle in a draw. The conditions
considered above give us St, the description of
target states of the Complex System. The
description of the initial state Sj is obvious and
follows from Fig. 3.

Assume also that due to the shortage of
resources (which is typical in real combat
operation) or some other reasons, each side can
not participate in both operations simultaneously.
It means that during the current time interval, in
case of White turn, either W-STATION or W-
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INTERCEPTOR can move. Analogous condition
holds for Black. Of course, it does not mean that
if one side began participating in one of the
operations it must complete it. Any time on its
turn each side can switch from one operation to
another, e.g., transferring resources (fuel,
weapons, human resources, etc.), and later
switch back.

It seems that local operations are independent,
because they are located far from each other.
Moreover, the operation of B-STATION from
418 looks like unconditionally winning operation,
and, consequently, the global battle can be easily
won by the Black side. Is there a strategy for the
White side to make a draw?

Of course, this question can be answered by the
direct search employing, for example, minimax
algorithm with alpha-beta cut-offs. Experiments
with the computer chess programs showed that
for the similar 2-D problem (in chess terms — the
R.Reti endgame) the search tree includes about a
million moves (transitions). Of course, in the 3-D
case the search would require billions of moves.
It is very interesting to observe the drastic
reduction of search employing the Linguistic
Geometry tools. In order to demonstrate
generation of the Hierarchy of Languages for this
problem, below we consider generation of the
Language of Trajectories for the robotic system
on example of generation of the shortest trajectory
from point 336 to point 816 for the robot W-
INTERCEPTOR (Fig. 4, see also Fig. 16).
(Point 336 is the location of W-INTERCEPTOR
in one of the states of the System in the process of
the search.)

by
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Fig. 4. Interpretation of Zone for the Robotic
System (projection to xy-plane).



T I, A grammar of t trajectori M

L_Q Kernel, nk Fr Ff_
1 01 Sxy.)—>AX,y, 1)) two @

2; 02 AXy,D—>
a(x)A (nexti(x,D),y f()) two 3

3 03 A(x, y, D) —>a(y) g @

V7 ={a} is the alphabet of terminal symbols,

VN ={S,A} is the alphabet of nonterminal
symbols,

VpR =TruthUPredUConUVarUFuncU{ symbols
of logical operations} is the alphabet of the
first order predicate calculus PR,

Truth={T, F}

Pred ={Q1,02,03} are predicate symbols:
01(x, y, 1) = MAPx p(y)=)) (0<l<n)
02N =(21)
03=T

Var = {x,y, l} are variables;

Con = {Xo,Yo-lo-p} are constants;

Func = Fcon are functional symbols;

Fcon={fnexty,....,nexty} (n=IXl,
number of points in X),

fD=1-1, D()=Z,\0}

(next; is defined lower)

E=Z,UXUPisthe subject domain;

Parm: S —>Var, A —>Var, a ->{x}, is such
a mapping that matches each symbol of the
alphabet V7 UV a set of formal parameters;

L= {13} Utwo, two={21,22,...,2} is a finite
set called the set of labels; labels of different

productions are different;
Q; are the WFF of the predicate calculus PR, the

conditions of applicability of productions;
Fris a subset of L of labels of the productions

permitted on the next step derivation if O=T; it
is called a permissible set;
F is analogous to Fr but these productions are

permitted in case of O=F.
At the beginning of derivation: x=Xq, Y=Yo,
I=ly, Xo € X, Yo € X, lp€ Zy,p€ P
next; is defined as follows:
D(next)=XxZ, x X2 xZ, x P
(This is the domain of function next.)

SUM={vlve X,
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STk(x)={v | v from X, MAPx’p(v)=k},
MOVE((x) is an intersection of the following
sets: ST1(x), STjo-I+1(Xo) and SUM.
If MOVE(x)={m1, m3, ...m;}# O

then

nexty(x, )=m; forisr ;

nexti(x, l=m, for r<i<n,

otherwise

nextj(x,l)=x.

Consider the Grammar of shortest trajectories
G¢(1)(Table I). This is a controlled grammar
[32]. Such grammars operate as follows. The
initial permissible set of productions consists of
the production with label 1. It should be applied
first. Let us describe the application of a
production in such grammar. Suppose that we
attempt to apply production with label I to rewrite
a symbol A. We choose the leftmost entry of
symbol A in the current string and compute the
value of predicate Q, the condition of applicability
of the production. If the current string does not
contain A or Q =F, then the application of the
production is ended, and the next production is
chosen from the failure section Ff ; FF
becomes the current permissible set. If the current
string does contain the symbol A and 0=T ,A is
replaced by the string in the right side of the
production; we carry out the computation of the
values of all formulas either standing separately
(section Ttp) or corresponding to the parameters
of the symbols (rk), and the parameters assume
new values thus computed. Then, application of
the production is ended, and the next production
is chosen from the success section F, which is
now the current permissible set. If the applicable
section is empty, the derivation halts.

The controlled grammar shown in Table I can
be used for generation of shortest trajectories for
robots with arbitrary moving capabilities. Values
of MAP336 W-INTERCEPTOR are shown 1n
Fig.5. Thus, the distance from 336 to 816 for W-
INTERCEPTOR is equal to 5. To be transparent
we will show generation of trajectories located
completely within the plane xy6 only. Thus, for
this generation we will use 2-D coordinates.

Applying the grammar G((I) we have (symbol
I=> means application of the production with the
label [):

S(33, 81, 5)1=>4(33, 81, 5)
21=>a(33)A(next1(33, 5), 81, 5)
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Fig. 5. MAP336, INTERCEPTOR

Thus we have to compute MOVE (see definition
of the function nextj from the grammar G,(1).
First we have to determine the set of SUM, that
is, we need to know values of

MAP33 W_INTERCEPTOR and

MAPg{ W-INTERCEPTOR
(shown in Fig. 6) on X.

5151515151515 15 T171717 17174717
4 |4]144 14 141|415 7161616]616}6]6
313131313131415 71615i515)15)5]15
2121212121314 15 716151414 14144
211 11112131415 7161514131313]3
211 lol1 12131415 71615141312]1212
21t j1 112131415 7161514131211 ]1
2121212121314 1|5 716151441312)11]0

1g.6.MAP33 W_INTERCEPTOR (left) and

MAPg{ W-INTERCEPTOR (right)

Adding these tables as matrices we compute
SUM ={vive X,
MAP33, W-INTERCEPTOR(Y) + MAPg| .

INTERCEPTOR(V) = 5} (Fig. 7).
For the general 3-D case we should add 3-D
matrices like those shown in Fig. 5.

The next step is the computation of ST1(33)=

{v v from X’MAP33,W-INTERCEPTOR(V)=1}
which is shown in Fig. 8. In order to complete
computation of the set MOVE4(33) we have to
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determine the following intersection:
ST1(33), ST5.54+1(33)=ST1(33) and SUM.

515

54515
5951515
5151515

Fig. 7. SUM.

ig. 8. ST1(33).
Consequently, MOVE5(33)={44, 43, 42}; and
nexty(33, 5)=44, next7(33, 5)=43, next3(33,
5)=42. Since the number of different values of
next is equal to 3 (here r=3, see definition of the
function next, Table I) we could branch at this
step, apply productions 2p, 272 and 23
simultaneously, and continue both derivations
independently. This could be accomplished in a
parallel computing environment. Let us proceed
with the first derivation.
a(33)A (44, 81,4) 21=>a(33)a(44)
A(next((44, 4), 81, 3)
We have to compute next;(44, 4) and, as on the
preceding step, have to determine MOVE4(44).
To do this we have to compute
ST1(44)={vive X,
MAP44 W-INTERCEPTOR(V)=1},(Fig. 9)
ST5.4+1(33) =STp(33)={vive X,
MAP33 W-INTERCEPTOR(V)=2}, (Fig. 10).

The set of SUM is the same on all steps of the
derivation. Hence, MOVE4(44) is the intersection
of the sets shown in Fig. 7, 9, 10; MOVE4(44)=
{54, 53, 52}; and next{(44, 4) = 54; nextp(44, 4)
= 53, next3(44, 4) = 52. Thus, the number of
different values of the function next is equal to 3

(r=3), so the number of continuations of
derivation should be multiplied by 3.

Fig. 9. ST (4%) Fig. 10. ST7(33).



Let us proceed with the first one:
a(33)a(44)A (54, 81, 3) 21=> ... Eventually, we
will generate one of the shortest trajectories for
the robot W-INTERCEPTOR from 33 to 81:

a(33)a(44)a(54)a(63)a(72)a(81).

Similar generating techniques are used to
generate higher level subsystems, the networks of
paths, i.e., the Language of Zones. For example,,
incomplete Zones shown in Fig. 4 is as follows
(in 2-D coordinates):
t(B-STATION,tB,5){(W-INTERCEPTORtF,5),
where tg=a(41)a(51}a(61)a(71)a(81),

tf= a(33)a(44)a(54)a(63)a(72)a(81).
The details of generation of different Zones are
considered in [33, 34].

6 Search Generation for Space Robotic

System

Consider how the hierarchy of languages works
for the optimal control of the space robotic system
introduced above (Fig. 3). We generate the search
of the Language of Translations representing it as
a conventional search tree (Fig. 12) and comment
on its generation. In fact, this tree is close to the
search tree of the relative 2-D problem [35].
Moreover, it is close to the search tree of the
R.Reti endgame generated by program PIONEER
in 1977 and presented at the World Computer
Chess Championship (joint event with IFIP
Congress 77, Toronto, Canada). Later it was
published in different journals and books, in
particular in [2].

First, the Language of Zones in the start state is
generated. The targets for attack are determined
within the limited number of steps which is called
a horizon. In general, the value of the horizon is
unknown. As a rule, this value can be determined
from the experience of solving specific classes of
problems employing Linguistic Geometry tools.
In absence of such experience, first we have to
consider the value of 1 as a horizon, and solve the
problem within this value. If we still have
resources available, i.e., computer time, memory,
etc., we can increase the horizon by one. After
each increase we have to regenerate the entire
model. This increase means a new level of
“vigilance” of the model, and, consequently, new
greater need for resources.

In our case it is easy to show that within the
horizons of 1, 2, 3, 4 all the models are “blind”
and corresponding searches do not give a
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“reasonable” solution. But, again, after
application of each of the consecutive values of
the horizon we will have a solution which can be
considered as an approximate solution within the
available resources. Thus, let the horizon H of the
language LZ(S) is equal to 5, i.e., the length of
main trajectories of all Zones must not exceed 5
steps. All the Zones generated in the start state are
shown in Fig. 11.
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Fig. 11. Interpretation of Zones in the initial
state of the space robotic system (3 projections).
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Zones for INTERCEPTORSs as attacking
elements are shown in the top diagram, while
Zones for STATIONs - in the bottom one. For
example, one of the Zones for W-STATION,
ZWS is as follows:

ZWwSs=t(W-STATION, a(266)a(267)a(268), 3)

t(B-INTERCEPTOR, a(186)a(277)a(268), 3)

t(B-INTERCEPTOR ,a(186)a(276)a(267), 2)

t(W-STATION, a(266)a(277), 1)
The other trajectories of B-INTERCEPTOR,
e.g., the second trajectory, a(186)a(177)a(268),
leading to the point 268 is included into different
Zone; for each Zone only one trajectory from
each bundle of trajectories with the same
beginning and end is taken.

Generation begins with the move 1. 266-267 in
the “white” Zone with the target of the highest
value and the shortest main trajectory. The order
of consideration of Zones and particular
trajectories is determined by the grammar of
translations. The computation of move-ordering
constraints is the most sophisticated procedure in
this grammar. It takes into account different
parameters of Zones, trajectories, and the so-
called chains of trajectories.

\\ :
- \\\4
aay \\\ L
T~ T~ LA
~ \\\ »
P~ \\\ »
y 1 T~ LA
%T T~ ~
EE et

11
Fig. 13. The state where control Zone from 118
to 268 was detected.

Next move, 1. ... 186-277, is in the same Zone
along the first negation trajectory. The
interception continues: 2. 267-268 277:268 (Fig.
13). Symbol *“:” means the removal of element.
Here the grammar terminates this branch with the
value of -1 (as a win of the Black side). This
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value is given by the special procedure of
“generalized square rules” built into the grammar.
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Fig. 14. Interpretation of Zones in the state
where control Zone from 118 to 268 was included
first (3 projections).

Then, the grammar initiates the backtracking
climb. Each backtracking move is followed by the
inspection procedure, the analysis of the subtree
generated in the process of the earlier search.
After climb up to the move 1. ... 186-277, the



tree to be analyzed consists of one branch (of two
plies): 2. 267-268 277-268. The inspection
procedure determined that the current minimax
value (-1) can be “improved” by the improvement
of the exchange in the area 268 (in favor of the
White side). This can be achieved by participation
of W-INTERCEPTOR from 118, ie., by
generation and inclusion of the new so-called
“control” Zone with the main trajectory from 118
to 268. The set of different Zones from 118 to
268 (the bundle of Zones) is shown in Fig. 14.
The move-ordering procedure picks the subset of
Zones with main trajectories passing 227. These
trajectories partly coincide with the main trajectory
of another Zone attacking the opposing B-
STATION on 516. The motion along such
trajectories allows to “gain the time”, i.e., to
approach two goals simultaneously.

The generation continues: 2. 118-227 277-267.
Again, the procedure of “square rules” cuts the
branch, evaluates it as a win of the black side, and
the grammar initiates the climb. Move 2. 118-227
is changed for 2. 118-228. Analogously to the
previous case, the inspection procedure
determined that the current minimax value (-1) can
be improved by the improvement of the exchange
on 267. Again, this can be achieved by the
inclusion of Zone from 118 to 267. Of course, the
best “time-gaining” move in this Zone is 2. 118-
227, but it was already included (as move in the
Zone from 118 to 268). The other untested move
in the Zone from 118 to 267 is 2. 118-228.
Obviously the grammar does not have knowledge
that trajectories to 267 and 268 are “almost” the
same.

After the next cut and climb, the inspection
procedure does not find new Zones to improve
the current minimax value, and the climb
continues up to the start state. The analysis of the
subtree shows that inclusion of Zone from 118 to
268 in the start state can be useful: the minimax
value can be improved. Similarly, the most
promising “time-gaining” move is 1. 118-227.
The Black side responded 1. ... 186-277 along
the first negation trajectories a(186)a(277)a(267)
and a(186)a(277)a(268) shown in Fig. 12 (better
see yz-projection). Obviously, 2. 266:277, and
the branch is terminated. The grammar initiates
the climb and move 1. ... 186-277 is changed for
1. ... 186-276 along the trajectory
a(186)a(276)a(266). Note, that grammar
“knows” that in this state trajectory
a(l186)a(276)a(266) is active, i.e.,, B-
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INTERCEPTOR has enough time for
interception. The following moves are in the same
Zone of W-STATION: 2. 266-267 276:267. This
state is shown in Fig. 15. The “square rule
procedure” cuts this branch and evaluates it as a
win of the Black side.
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Fig. 15. The state where control Zone from 227
to 267 was detected.

New climb up to the move 2. ... 186-276 and
execution of the inspection procedure result in the
inclusion of the new control Zone from 227 to
267 in order to improve the exchange in the area
267. The set of Zones with different main
trajectories from 227 to 267 is shown in Fig. 16.
Besides that, the trajectories from 227 to 516,
616, 716, and 816 are shown in the same Fig.
16. These are “potential” first negation
trajectories. It means that beginning with the
second symbol a(336), a(337), a(338), or
a(326), a(327), a(328), or a(316), a(317),
a(318), these trajectories become first negation
trajectories in the Zone of B-STATION hS.
Speaking informaily, from the areas listed above
W-INTERCEPTOR can intercept B-STATION
(in case of white move). The main trajectories of
control Zones passing one of three points, 336,
337, or 338, partly coincide with the potential
first negation trajectories. The motion along such
trajectories allows to “gain the time”, i.e., to
approach two goals simultaneously. The move-
ordering procedure picks the subset of Zones with
the main trajectories passing 336. Thus, 2. 227-
336.

This way proceeding with the search we will



generate the tree that consists of 56 moves.
Obviously, this is a drastic reduction in
comparison with a billion-move trees generated
by conventional search procedures.
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Fig. 16. Interpretation of Zones in the state
where control Zone from 227 to 267 was
included first (3 projections).

7 Discussion
The approach to understanding of dynamic
hierarchical systems considered here will
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encompass the discovery of geometrical
properties of subsystems and details of
interactions between the elements within
subsystems and between different subsystems.
We will understand the details of influence of this
complex hierarchical structure on the reduction of
the search for suboptimal operation. Most
importantly, it should allow a better
understanding of the evaluation and control of the
solution quality.

This contribution to the formalization and
generalization of human search heuristics should
allow for the expansion of advanced human
heuristic methods discovered in different complex
systems to other real-world systems where
existing methods are not sufficient. The research
will lead to the development of efficient
applications to autonomous navigation in
hazardous environment, robot control, combat
operations planning as well as applications in
different nonmilitary areas. The development of
applications will be accomplished by the design of
separate programs, and, later on, by the program
implementation of the general hierarchy of formal
gramrhars and applying it to a given problem.
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ABSTRACT
This paper describes a novel approach to the development of a
learning control system for autonomous space robot (ASR) which
presents the ASR as a "baby" -- that is, a system with no a priori
knowledge of the world in which it operates, but with behavior
acquisition techniques that allows it to build this knowledge from
the experiences of actions within a particular environment (we

will call it an Astro-baby). The learning techniques are rooted in
the recursive algorithm for inductive generation of nested
schemata molded from processes of early cognitive development
in humans. The algorithm extracts data from the environment and
by means of correlation and abduction, it creates schemata that are
used for control. This system is robust enough to deal with a
constantly changing environment because such changes provoke
the creation of new schemata by generalizing from experiences,
while still maintaining minimal computational complexity, thanks
to the system’s multiresolutional nature.

Experimenting with ASR is especially interesting because the
rules of input control do not coincide with human intuitions.
Actually, we want to see that the simulated device can leamn the
unexpected schemata from its own experience. Although the
traditional approach to autonomous navigation involves off-line
path planning with a known world map (such as the potential
fields algorithm ), in most of the real tasks the environment is not
well known because of ever-changing conditions of the
assignment absence of gravity, and sophisticated, hard to predict
obstacles like components of the space stations, etc. Astro-baby
gathers data from its sensors and then by using a
schema-discovery system it extracts concepts, forms schemata and
creates a quantitative/conceptual semantic network.

When the Astro-baby is first dropped into the space it does not
have any experiences and its sensors and actuators are sets that do
not have any distinction among its elemeats. Then, by trial and
error, the ASR learns the function of its actuators and sensors;
and how to activate them to achieve a the goal given by its creator,
or the sub-goals that it finds. In our simulation the initial goal is to

minimize the distance to a beacon.

The learning techniques are rooted in a nested “hierarchical
algorithm molded from processes of early cognitive development
in humans. The algorithm extracts data from the environment and
by means of correlation, it creates schemata (rules) that are used
for control. This system is robust enough to deal with a constantly
changing environment because such changes provoke the creation
of new schemata using generalization, while still maintaining
minimal computational complexity, thanks to the system's
multiresolutional nature.

The results of simulation are positive. Astro-baby displays the
ability to learn a number of maneuvers.

PRECEOWNG PAGE BLANK NOT FLMED

L INTRODUCTION

Although the traditional approach to  autonomous
navigation involves off-line path planning with a known
world map (such as the potential fields algorithm shown in
[1]), in most of the tasks assigned to autonomous robots, the
environment is not well known because of ever-changing
conditions of the space, complicated conditions of visibility,
and diversified obstacles like trusses, other automated
machines, unpredictable objects from other planets. Thus, a
system robust enough to cope with changes by means of
learning rules about the situation is needed. Motion
planning and control for autonomous ground vehicles can
be approached based upon substantial human experience of
dealing with a diversity of ground vehicles. We believe that
3-D dynamic motion in space requires control rules which
are not easily available and are not a part of the intuition of
a human designer. Therefore, our intention is to allow the

ASR to collect its own rules based upon a system of

unsupervised (teacher-independent) conceptual learning.

We have developed a system for early cognition that is
capable of extracting concepts from the environment and
using them for planning and controlling the ASR.
Astro-baby gathers data from its sensors and then by using
a rule-discovery system and a concept formatting system it
extracts and stores the concepts and schemata to create a
quantitative/conceptual semantic network as a system of
knowledge representation. The natural growth of the
rule-base can be compared with the "subsumption"
architecture. However, the subsumption concept does not
emphasize the early learning, and is usually designed from
prior experience of operation.

Our approach focuses on self-developing
knowledge base which starts with a minimal amount of
knowledge, which we call "bootstrap-knowledge”. The
bootstrap knowledge does not include any implicit or
explicit information about the world or the robot. It has a
minimal set of learning rules which the Astro-baby uses to
create a world model, decision-making rules, rules of
motion, and rules of perception.

The main idea of our approach is knowledge-base
generation by applying generalization recursively to obtain
the schemata, or rules of behavior at different levels of
resolution from the stored information of experiences
properly labeled and organized. During the life of the
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unmanned vehicle, these rules are constantly reviewed and
updated based on new sensor information and deductions
which the Astro-baby makes on the basis of algorithms
which are hard<coded in the system ("bootstrap
knowledge™)

In the beginning, Astro-baby does not have any rule of
operation and its sensors and actuators are sets that do not
have any distinction among its elements. Then, by trial and
error, the space robot leamns the function of its actuators and
sensors; and how to activate them to achieve a certain goal
given by its creator or learned sub-goals. In our simulation
the initial goal is to minimize the distance to a beacon (with
sensors measuring angle and distance to the beacon with
some error) which could be a sunken ship, a lost diver, etc.,
but because of its learning capabilities, the system's
applications could be very broad. Given the goal (expressed
as a cost functional) the Astro-baby learns concepts like
direction, passageway, or obstacle. If these actuation rules
were not to apply in a different environment, it would
extract a new set of rules.

The world in our simulation consists of a fully dynamic
3-D environment. We have attempted to incorporate as
many variables from the real world as possible, so as to
fully test the robustness of the learning algorithm. The
environment is constantly changed and no map is given.
Astro-baby is a very adaptable system that can both create
rules of planning and control and deal with situations that
were not envisioned by its creators.

II. LEARNING

Standard Approach

The Artificial Intelligence community has made
attempts to write "intelligent" programs, or programs which
learn from mistakes, for many decades. Some of the early
work is Newell, Shaw, and Simon's General Problem Solver
(1956), and Samuel's checkers playing program (1959).
Most of these learning systems were built to solve very
specific problems of learning. In our Astro-baby, although
we take into consideration as many variables from the
environment as possible in our simulation, we do not give
this knowledge to the learning system. In our research we
decided to develop a system which arrives at this knowledge
on its own. This cannot be done unless the system is given
some initial knowledge [2, 3]. One of the attempts we have
made is to find what this minimum initial knowledge
should be.

Differences in our approach with other existing
approaches are classified below.

A. Drawbacks of Subsumption Architecture

The subsumption architecture is also a multiresolutional
one, as is ours. However, in a subsumption architecture, the
set of rules of control is predetermined by the designer of

the system. This means that the designer must be aware of

all possible situations that the asr will encounter. This
precludes the assumption of an open environment and that
the system will be able to store all the rules for that open
environment and that the designer of the system has all
these rules to begin with. This makes applying existing
approaches to subsumption for astro-robots impossible. We
do not include any heuristic schemata in our system.
Instead, we include rules (called "bootstrap knmowledge™)
which help the system to acquire, by itself, through
learning, the rules that are given a priori in a subsumption
architecture.

B. Multi-Agent versus Centralized Decision-Making

In a multiagent system, the decision-making is
decentralized. Thus, it has a set of entities which have their
own goals and an arbiter who is in charge of switching or
deciding the weight or power of each agent depending on
the urgency of the situation. For example, [4] uses a
subsumption-based, multiagent approach, generating
potential fields of attraction and repulsion in various areas
of the map. Some examples of preprogrammed agents are
"Follow Object”, "Forward Attraction”, "Open Space
Attraction”, "Wall Following". In this approach the
environment must be entirely known because of the
necessity to determine placement of the potential fields.
Moreover, the behavior that the robot should take in front
of these potential fields must also be known in order to
preprogram these agents.

A centralized control system, in the opinion of its
critics, creates a bottleneck by forcing each separate unit of
the control system, regardless of the type or resolution of its
task, to query one decision maker for instructions. Indeed,
this happens if the centralized system is not based upon
proper (multiresolutional) task decomposition. The latter
not only eliminates the bottleneck but actually reduces the
complexity dramatically. In [5] it is proven that a
hierarchical system largely reduces the complexity of the
computations involved in séarch.

C. Flat Schemata and Multiresolutional Schemata
An example of learning wusing centralized

decision-making and flat schemata is shown in [6]. When

we have a centralized decision-making control system
working in a complex environment, the amount of rules
that must be dealt with is so large that working in a
flat-level is impossible. When we work with centralized
learning systems, we must use a multiresolutional
configuration to avoid complexity.

The approach of our paper is based upon M. Arbib's
theory of motor schema [7] applied to a multiresolutional
structure. We believe that high-resolution schemata
generalize in such a way as to create a low-resolution level
of schemata. This procedure of generalization is recursive
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in nature, and is inherent in the learning loop. The reality
of computation requires it for complexity reduction.

The Multiresolutional Schemata Approach
A. Theory of Multiresolutional Schemata

There exists a multiplicity of definitions for the idea of
"schema" which takes into consideration different aspects of
this powerful concept. The concept has existed for
centuries, and has recently been applied in the area of
neurobiology by [6-8] and others. Schema is a construct
which represents an entity related to the areas of perception,
knowledge organization, and control.

As far as problems of motion control are concerned, we
believe that "schema" should be defined as follows:

Schema is an implication

"situation—>action” [9] formulated as an entity for a
particular i® level of resolution of the world representation.
More formally, this statement can be represented as a
notation (from [10])

L = {[s(—-at)].p}.
where L, is the "schema”,

s, is the “situation” determined only by a set of the
"entity discovered in the set of sensor information at a
resolution p," so that s, = {m,x.v}.

7, is the percept: "a set of information delivered from the
sensors”,

K, is the context: "a set of information delivered from the
sensors at time t-p,”,

v, - is the final goal at a level: "an entity defined by the
assignment at a lower resolution level p, ,"

a, - is the action: "an entity defined upon a set of
dynamic changes in a position and orientation at a
resolution p,"; action is a string of subgoals v, (k=1,2,...,m;
Y« = V) to be reached before the final goal is achieved, in
other words a,—(y,;;.Y.z--+Yas)»

p, - is a vector which contains the minimum
distinguishable discrete of a spatial dimension or time in
the i* level.

The storage of schema is done based upon a concept
called semantic network, exemplified in Figure 1.

1

B. Learning in Multiresolutional Schemata
(1) Bootstrap knowledge

Bootstrap is a minimal set of algorithms which allow us
to manipulate a multiresolutional representation of our
schemata, which include generalization and task
decomposition. The minimal set also includes the rule: "IF
<no rule for this situation> THEN <give random signal to
actuators>". Other than this, only a "goal" percept and a
corresponding cost function are given. This capability and
associated learning-related functions are examined in detail
below.
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Figure 1. Multiresolutional Schema Representation

(2) Multiresolutional representation

A perfect example of a multiresolutional organization is
any linguistic unit. Words form sentences. The sentences
form paragraphs, paragraphs form sections, sections form
chapters, chapters form articles, and all these articles make
books, which also form libraries. Without its
multiresolutional hierarchical organization, any book would
be a gigantic word. This word would carry all the meaning
of all the articles written here. This would create problems
not only from an implementation standpoint but also from
the point of view of searching through, storing, and
communicating. The sentences and paragraphs do not need
to be referenced frequently so we do not label them. On the
other hand, subsections, sections, and articles carry a label
and each of them has different broadness, granularity, or
resolution. The title of the book summarizes the content of
the book, and is of lower resolution than each of the titles of
the articles; the titles of the articles refer to topics that are
more specific than the book title. So, we can say that this
structure is also nested in the sense that the title of the book
includes information about its contents, and so on.

A distinctive property of a multiresolutional
organization is the property of "nesting": sets of a particular
resolution level are "nested” in a single unit of the lower
resolution level. As a result, any multiresolutional
representation is a multiple representation of a system at
different scales: each level of resolution can represent the
same entity with different degree of detail.

Now lets analyze why this multiresolutional nested
organization is ever-present:

(a) Search time

Every time we store data -- and in our system we need to
do it very often -- this data needs to be retrieved. The Baby
Robot stores different percepts and different contexts for
further use. These percepts need to be compared to the
current percept. Thus, we have to search through the stored
percepts. In general, we are interested in performing an



NP-complete procedures without paying for this by any
increase in complexity.

It was demonstrated [5] that it is possible to do by
repeating the same search several times at different
resolution levels: starting with the lowest level (coarse
granularity) and performing the search in a large envelope,
and ending with a very high resolution space (fine
granularity) however, in a very narrow envelope of search.
Unlike the search processes (which propagate top-down)
the processes of concept generation propagate bottom-up:
fine granularity events and entities merge into lower
resolution events and entities until the hierarchical tree of
percepts and concepts can be assembled. If we store these
percepts in a nested multiresolutional manner, our search
time will be greatly reduced; it was proven by [5] that
searching a nested multiresolutional structure reduces
search time.

(b) Creation of schemala

Experiences are stored in a form opposite to the form in
which the schema is presented (1). Experiences E,
formulated at the i-th level of resolution for the k-th
moment of time are interpreted as our memories about
actions a(t_,) we performed in response to a particular
situation s(t,,) and what was the result s(t) of these
actions

E, = {[s(t.)adt. ), postI] .. pi). )

where  -is the value of the increment of "goodness”
achieved during the interval of time At=t,-t_,.

Experiences are grouped by their goodness in a class of
"good experiences”. Within this class, a set of subclasses
can be created "good experiences at particular situations
{s,, 0=1,2,...N}. A generalized statement of experience is
declared typical for a particular situation G[E, ] where G is
an operator of generalization. In this paper we will use 